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dimensional perfectly conducting cylinder
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Abstract. This paper reports a two dimensional time domain inversitesrag algorithm based upon the finite-difference time
domain method for determining the shape of perfectly cotidgeylinder. Finite difference time domain method (FDTIB)
used to solve the scattering electromagnetic wave of ag8rfeonducting cylinder. The inverse problem is resolvgdab
optimization approach and the global searching schemecheymous particle swarm optimization (APSO) is then emgiby
to search the parameter space. By properly processingdktersrl field, some EM properties can be reconstructed. $the i
location of the conducting cylinder, the others is the shaffibe perfectly conducting cylinder. This method is testgdeveral
numerical examples; numerical results indicate that th&@mRutperforms the PSO in terms of reconstruction accurady a
convergence speed. Both techniques have been tested iash®tsimulated measurements contaminated by additivie whi
Gaussian noise.

Keywords: Index terms — inverse scattering, time domainTBDsubgridding finite difference time domain, asynchranou
particle swarm optimization (APSO), cubic-spline

1. Introduction

Numerical inverse scattering studies found in the liteatare based on either frequency or time
domain approaches. With frequency domain algorithms,ritexaction of the entire medium with the
incident field is considered simultaneously [1,5]. Time @mapproaches can exploit causality to limit
the region of inversion, potentially reducing the numbeunknowns. Time domain inverse scattering
problems somewhat related to the present study commonbeaipthe area of geosciences and remote
sensing [6,8]. The scatterer reconstruction belongs tgémeral category of limited angle microwave
imaging problems. These problems are both nonlinear apodéd [9]. The nonlinearity emerges from
the fact that the scattered field is a nonlinear function efalectromagnetic properties of the scatterers
due to multiple scattering phenomena. On the other hand|4h@sedness appears because the operator
that maps the scatterer properties to the scattered fietdmpact [9].

In general, the nonlinearity of the problem is coped with Ipplging iterative optimization tech-
niques [10,15], these algorithms based on stochastiegtest, offer advantages relative to local inver-
sion algorithms including strong search ability simpiicitbbustness, and insensitivity to ill-posedness.
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Compared with genetic algorithm (GA), particle swarm ojimtion (PSO) is much easier to implement
and converge faster. Concerning the shape reconstrudtioonducting scatterers, the PSO has been
investigated whereas the PSO has been utilized in the reaotien of dielectric scatterers [16]. In
this case, the reported results indicate that the PSO abteltools for inverse scattering applications.
Moreover, it has been shown that both differential evolu{ibE) and PSO outperform real-coded GA
in terms of convergence speed [17,18]. In recent decade,yeame papers have compared different
algorithm in inverse scattering [19,21]. However, to ouokttedge, a comparative study about the per-
formances of particle swarm optimization (PSO) and asyorabuis particle swarm optimization (APSO)
when applied to inverse scattering problems has not yet ingentigated.

In recently ten years, Chiu [3,4] have applied the GA for theeision of buried or immersed perfectly
conducting cylinders with the geometry described by a Feoweries. Alternatively, Zhou [26] and
Chiu [27,30] used cubic-spline to describe the geometry pédect conducting cylinder. The 2-D
perfectly conducting cylinders are denoted by local shapetfonsp = F'(#) with respect to their local
origins which can be continuous or discrete.

There are two main advantages for cubic-spline expansidollasving: (i) For complicated shape,
the number of unknown for expanding the shape function bycesibline expansion is less than that
by Fourier series expansion. (ii) The exact center of theal§ insensitive for cubic-spline expansion
instead of Fourier series expansion. If there is some displ@nt for the exact center of the object, the
number of unknown for expanding the shape function by Fosgees expansion will increase a lot. On
the other hand, the number of unknown does not vary for csplicre expansion.

The present work focuses on comparing these two methodsverse scattering problems under time
domain. The forward problem is solved by the FDTD methodwhich the subgridding technique [22]
is implemented to closely describe the fine structure of {fieader. The inverse problem is formulated
into an optimization one, and then the global searching REOA® SO are used to search the parameter
space. Cubic spline interpolation technique [23] is em@tbp reduce the number of parameters needed
to closely describe a cylinder of arbitrary shape as contptaréhe Fourier series expansion. In section
I, the subgridding FDTD method for the forward scatterimg presented. In section Il and 1V, inverse
problem and the numerical results of the proposed inversg¢m are given, respectively. Finally, in V
section some conclusions are drawn for the proposed timaithanverse scattering.

2. Forward problem

Let us consider a two-dimensional metallic cylinder in a&fspace as shown in Fig. 1, the cylinder
is parallel to z axis, while the cross-section of the cylinidearbitrary. The object is illuminated by
Gaussian pulse line source located at the points denotedklgnd reflected waves are recorded at
those points denoted by Rx. The computational domain igetiged by Yee cells [24]. It should be
mentioned that the computational domain is surroundeddgptimized perfect matching layers (PML)
absorber [25] to reduce the reflection from the environnitvit- interface.

For the forward scattering problem the shape and locatidheperfectly conducting cylinder to be
determined is given first, and then the FDTD code with coatisis ¢ employed to calculate the scattered
E fields that are utilized to mimic the experiments. It shouddnoted that in the forward problem, the
shape functiorf'(9) of the 2-D perfectly conducting cylinder is described by tifigonometric series in
this study as follows:

N/2 N/2

F(0) = Z B, cos(nf) + Z C,, sin(nd) 1)
n=0 n=1
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Fig. 1. Geometry for the inverse scattering of a perfectiydueting cylinder of arbitrary shape in free space.
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Fig. 2. The structure of the TMFDTD major grids and local grids for the scaling ratio (1:8)fields are aligned with the
MG-LG boundary.

In order to closely describe the shape of the cylinder fohkbe forward and inverse scattering
procedures, the subgridding technique is implementeda-IiTD code; the details are presented next.

In Fig. 2, E and H stand for the electric and magnetic fields on the major grielspectively, while
andh denote the electric and magnetic fields on the local gridhelscaling ratio is set at odd-ratio, for
examplé : 3, the £ and H fields coincide withe andh fields in the fine region as shown in Fig. 2. Note
that thee and fields inside the fine region can be updated through thealofee-cell algorithm except
those at the MG-LG boundary, such/as ho andhs in Fig. 2.

Theh fields at the MG-LG interface can be linearly interpolatedodisws:

P = B 2 (H 1)
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Fig. 3. The flowchart to update the (E,H) fields on the majodgyeind €, h) fields on local grids.

1 2
B = HIFY forv = =, 2and..
33 3

2)
e = HH o Yy (Y - )

Note that theA fields don't exist on the main grids actually for= % and% and need extra parabolic
interpolation calculation by

B2
H”+”:H"+Au+Tv (3)

. n+l__gn—1

B = Hn+1 _ Hn—l —9H™

The corresponding flow chart for updating the EM fields in tine fiegion is shown in Fig. 3. Note
that at the time step the fields on the main grids should betagdsy the coincided fields on the local
grids. Similarly, at the time step + % the H™*! fields are updated by the coincide®’ ¢ fields.

For the time domain scattering and/or inverse scatterinblpm, the scatterers are assigned with the
fine region such that the fine structure can be easily destrilbdnigher resolution is needed, only the
fine region needs to be rescaled using a higher ratio for gldigg. This can avoid gridding the whole
problem space using the finest resolution such that the ctatigoal resources are utilized in a more
efficient way, which is quite important for the computatipantensive inverse scattering problems.
More detail on the FDTD-Subgridding scheme can be found2j [2

For the time domain scattering and/or inverse scatterinblpm, the scatterers can be assigned with
the fine region such that the fine structure can be easily idescrIf higher resolution is needed, only
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the fine region needs to be rescaled using a higher ratio fogriglding. This can avoid gridding the
whole problem space using the finest resolution such thatahgutational resources are utilized in a
more efficient way, which is quite important for the compiatiaél intensive inverse scattering problems.

3. Inverse problem

The first set ofF field data is obtained in the forward problem by the FDTD codth fine grids to
mimic the experiment measurement data, while the secoraf ¢efield data is obtained in the inverse
problem by the FDTD code with coarse grids. The secdbffigld data are obtained in the inverse problem
by the FDTD code with coarse grids. As compared with the firdteld data obtained in the forward
scattering procedure, the inverse scattering problem eaormnulated into an optimization problem.
The proposed global searching APSO and PSO scheme are edposeconstruct the location, shape
and permittivity of the perfectly conducting cylinder umdest by minimizing the errors between tub
filed dates.

During the course of optimization process, the followingeakive function OF) is defined for each
candidate cylinder in the APSO scheme:

N, M B
>3 Y [ESP(n m,bAY) — B (n,m, bAY)|
_ n=1m=1b=0
OF = N B (4)
> 2 2 1EZP(n,m, A
n=1m=1b=0

Where E5*? and E< are experimental electric fields and the calculated etefitrids, respectively.
The N; and M are the total number of the transmitters and receiverseaisely. B is the total time
step number of the recorded electric fields. The detailseptioposed PSO and APSO are represented
as follows.

3.1. Modified asynchronous Particle swarm optimiza(@RSQ

Particle swarm global optimization is a class of derivafie®, population-based and self-adaptive
search optimization technique. Particles (potentialtgmig) are distributed throughout the searching
space and their positions and velocities are modified bassdaal behavior. The social behaviorin PSO
is a population of particles moving towards the most prongjsiegion of the search space. Clerc [31]
proposed the constriction factor to adjust the velocitynefparticle for obtaining the better convergence;
the algorithm was named as constriction factor method. R&@ svith an initial population of potential
solutions thatis randomly generated and compadggiddividuals (also called particles). Eachindividual
contains certain number of the shape parameters (elevarowmkparameters in our test cases), which
includes the center position, the radius and the slope afubé spline to describe the cylinder shape.

After the initialization step, each particle of populatibas assigned a randomized velocity and
position. Thus, each particle has a position and velocittoreand moves through the problem space.
In each generation, the particle changes its velocity byetst experience, calleg,,.;;, and that of the
best particle in the swarm, calleg;.;.

Assume there ard), particles in the swarm that is in a search spad® mimensions, the position and
velocity could be determine according to the following etipres (constriction factor method):

k—1 k—1 k-1
Vig = X+ <Uid +c1p1e (prest7 id — Tyq ) +co2p2- (xgbest7 id — Tig )) (5)
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wiy =y 4 oy (6)
wherey = ——2 ¢ = ¢; + o > 4. ¢; ande, are learning coefficients, used to control the
2-6-\/3-19)

impact of the local and global component in velocity Eq. (@l.andxfd are the velocity and position of
thei-th particle in thel-th dimension ak-th generationp; andyp, are both the random number between
0 and 1. The “damping boundary condition” proposed by HuartgMohan [32] to ensure the particles
move within the legal search space.

The key distinction between APSO and a typical synchron&® I on the population updating
mechanism. In the synchronous PSO, the algorithm upddtésegparticles velocities and positions
using Egs (3) and (4) at end of the generation. And then ugtateéest positionsyyes: aNdx gpes: -
Alternatively, the updating mechanism of APSO is that the& hest position is found after each particle
position updates if the new position is better than the curbest position. The new best position
will be used in following particles swarm immediately. Th&asm reacts more quickly to speedup
the convergence because the updating occurs immediatelycddjective function evaluation for each
particle.

The flowchart of the APSO is shown in Fig. 4. APSO goes throwyes procedures as follows:

I. Initialize a starting population: Randomly generate aswof particles that consists of the shape
parameters.

Il. CalculateE fields by a home-made FDTD code.

lll. Evaluate the population using objective function: TRBSO algorithm evaluates the objective
function Eq. (4) for each individual in the population.

IV. Find zppesr aNdzgpes:.

V. Mutation scheme: The PSO algorithm has been shown to cgavapidly during the initial
stages of a global search, but when around global optimwersahrch can become very slow. For
the reason, mutation scheme is introduced in this algorithspeed up the convergence when
particles are around global optimum. The mutation schemalsa avoid premature convergences
in searching procedure and help thg..; escape from the local optimal position. As shown in
Fig. 4, there is an additional competition between:ihg,; andzpyes,,,. The currents g, will
be replaced by the uest mu if the 2 gpest ma 1S better than the currentyyes;. The zgpest mu 1S
generated by following way:

X best — Y3 |€C3 — (C3 - 04) . : (wm X xmin) Zf 2 < 0.5
gbes Ermon a ) mu
ngestmu = (7)

ngest + p3- |3 — (CB - C4) : & : (xmax - xmin) ,if Pmu = 0.5
wherecs andc, are the scaling parameteps andy,,, are both the random number between 0
and 1.k is the current iteration numbek,,, ., is the maximum iteration numbet. .« andz i,
are the upper limit and lower limit of the search space, rethgsly.
VI. Update the velocity and position.
VII. Stop the process and print the best individual if therteration criterion is satisfied, else go to
step Il

3.2. Cubic spline interpolation technique

It should be noted that in the inverse problem, the shapetitmof the 2-D metallic cylinder is
described by a cubic spline in this study instead of the trigoetric series described in the section of
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Fig. 4. Flowchart for the asynchronous particle swarm ojztition.

the forward problem. The cubic spline is more efficient inmterof the unknown number required to
describe a cylinder of arbitrary cross section. By usingciigic spline the coordinates of local origin
inside the cylinder serve as the searching parameter anaigas around the searching space, which is
impossible if the trigonometric series expansion is usdterinversion procedure.

As shown in Fig. 5, the cubic spline consists of the polyndsnid degree 3;(0), i = 1,2,---, N,
which satisfy the following smooth conditions:

Pi(0;) = Pita(6:) = pi
P/(0;) = Pl;1(0;) i=1,2,--- N @)
Pl(0;) = P1(05)
and
Py(00) = Pn(fn)
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Fig. 5. A cylinder of arbitrary shape is described in terma ofosed cubic spline.
P{(0) = Py (0n) = ply 9)
PY'(60) = Pr(0n)

Through the interpolation of the cubic spline, an arbitramyooth cylinder can be easily described
through the radius parameters po, - - -, px and the slope’y,, of which the details are referred to [23].
By combining the modified APSO and the cubic spline interfiafetechnique, we are able to reconstruct
the microwave image efficiently.

It should be noted that the coordinates of local origin iadtide cylinder plus the radiuses of the
geometrical spline used to describe the shape of the cylinilldbe determined by the APSO and PSO
scheme.

4. Numerical results

As shown in Fig. 1, the problem space is dividedséhx 68 grids with the grid sizeAz = Ay =
5.95 mm. The metallic cylinder is located in free space. Tyladrical object is illuminated by a
transmitter at four different positiond]; = 4. The scattered E fields for each illumination are collected
at the eight receiversy/ = 8. Note that the simulated result using one incident waveushworse
than that by two incident waves. In order to get accurateltefswr transmitters are used here. The
transmitters and receivers are collocated at a distancé gfids from the origin. The incident current
pulsel,(t) is expressed as:

Ae—a(t—BAL)? < T,
L(t) = {0 s (10)
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Fig. 6. The reconstructed shape of the cylinder at diffegemerations for example 1 by APSO.

2
where = 24, A = 1000,At = 13.337s, T, = 26At, anda = (ﬁ) .

The time duration is set to 250¢(7" = 250). Note that in order to accurately describe the shape of
the cylinder, the subgridding FDTD technique is used bothéforward scattering (1:9) and the inverse
scattering (1:5) parts — but with different scaling ratissradicated in the parentheses. For the forward
scattering, the E fields generated by the FDTD with fine sulsgaire used to mimic the experimental
data in Eq. (4).

Two examples are investigated for the inverse scatterinthefproposed structure by using the
modified APSO. There are eleven unknown parameters towetrighich include the center position
(Xo,Yo), the radiusp;,i = 1,2, - -, 8 of the shape function and the slopg. Very wide searching
ranges are used for the modified APSO to optimize the obgdtinction given by Eq. (7). The
parameters and the corresponding searching ranges a fidtows: -47.6 mm< Xp < 47.6 mm,
A7.6mmg Yo <47.6 mm,5.95mnK p; < 71.4mmg=1,2,---,8,—1 < p’N < 1. The operational
coefficients for the PSO are set out below. The learning aieffis,c; andc,, are set to 2 [33], and
the population size is set to 30. The relative coefficienthef modified APSO are set as below: The
learning coefficients;; andc,, are setto 2.8 and 1.3 respectively. The mutation protalislio.1 and
the population size is set to 30 [34].

For the first example, the metallic cylinder with shape fiorct#'(6) = 29.75 — 5.95 cos(30) mm is
considered. The final reconstructed shape by APSO at thén @@@teration is compared to the exact
shape in Fig. 6. The final reconstructed shapes by PSO and AP&© 600th generation are compared
to the exact shape in Fig. 7. The discrepancy of shape Fun@ie) of the reconstructed shape (6)
with respect to the exact values versus generations is simoiig. 8. It is shown that the APSO scheme
is able to achieve good convergences within 50 generatldese, DF is defined as

1 Ak cal 2 2 1/2
DF = {= Y [Fe!(6;) — F(6:))/F2(0:)} (11)
=1
where theN’ is set to 720. The r.m.s. error DF for PSO and APSO are abo8%d @nd 5.32% in the
final generation, respectively. In order to investigate ghasitivity of the imaging algorithm against
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random noise, the additive white Gaussian noise of zero métarstandard deviation, is added into

the scattered electric fields to mimic the possible measeméprrors. The relative noise level (RNL) is

defined as:
RNL =

Og

(12)
Ni M

K
Z Z Z’ngP(n,m,kAt)’2

n=1m=1k=0
(N:)(M;)(K+1)

The relative noise level of 1@, 10~3, 1072 and 0.1 are used in PSO and APSO for simulation
purpose. Figure 9 shows the reconstructed results undeotidition that the experimental scattered
field is contaminated by the noise. It could be observed thatdgeconstruction has been obtained for
shape of the metallic cylinder when the relative noise lebelow 10,

In the second example, we would like to test the robustnetizecdigorithm for the complex shapes,
the metallic cylinder with shape functiafi(¢) = 29.75 + 5.95 cos(46) mm is considered. The final
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reconstructed shapes by PSO and APSO at the 600th genenaicompared to the exact shape in Fig. 10.
Figure 11 shows that APSO the relative errors of the shapedse quickly and good convergences are
achieved within 40 generation. The r.m.s. error DF for PS® ARSO are about 17.9% and 8.55%

in the final generation, respectively. From the reconsédicésults this object, we conclude the APSO
scheme can be used to reconstruct metallic cylinder. Foptashapes, it is found that APSO has

better reconstruction results than PSO does.

5. Conclusion
In this paper, we study the time domain inverse scatterirmg@airbitrary cross section metallic cylinder

in free space. By combining the FDTD method and the APSO, gecahstructed results are obtained.
The key differences between PSO [16] and APSO are about tiveggence speed, the computation time
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Fig. 11. Shape function error versus generation for exa@pe PSO and APSO, respectively.

and the accuracy, since APSO includes “damping boundargliton” scheme and mutation scheme.
The subgridding scheme is employed to closely describehihgesof the cylinder for the FDTD method.
Some stabilization techniques to avoid the mismatch at tliel& interface are adopted. In order to
describe the shape of the scatterer more effectively, @pioe interpolation technigue is utilized. The
inverse problem is reformulated into an optimization omel gnen the global searching scheme APSO is
employed to search the parameter space. By using the AP&&hape of the object can be successfully
reconstructed. In our study, even when the initial guesarigrbm the exact one, the APSO can still
yield a good solution for the properties of the object. Num®amresults have been carried out and good
reconstruction has been obtained even in the presence & @hussian noise in experimental data.
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