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Through three case studies, plane wave pseudopotential density functional theory calculations are performed
to investigate the mechanism of second harmonic generation(SHG) of the nonlinear optical materials. We want
to know how SHG coefficients are affected by:(1) anion substitution in AgGasSxSe1−xd2; (2) the isomeric
effect in push-pull benzenes; and(3) the length ofp-conjugate chain in push-pull polyenes. A sum-over-states
type formalism is used for the evaluation of static SHG coefficients. Orbital contribution to theb or xs2d can
be decomposed on a(energy) level-by-level basis by partially summing only two out of all three band indices.
Through such process that we proposed, the dominant orbitals that give major contribution to a SHG process
can then be identified and analyzed. These so-called “band-resolved” plots of SHG coefficient are sensitive to
the variation of structure and configuration of the materials, and can thus be used to study the detailed
mechanism of SHG processes in crystals and molecules.
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I. INTRODUCTION

The practical (nondivergent) formalism for evaluating
nonlinear optical(NLO) properties for solids was proposed
by Sipeet al.1,2 and further rearranged by Rashkeev.27 Apart
from the remarkable breakthrough of making calculation
possible, the use of such a sum-over-states formalism has the
advantage of providing a natural way to see the total quan-
tities as contribution from various parts. For example, the
optical quantities are expressed in terms of wave functions
(momentum matrix elements) and eigenvalues with band in-
dices, it is possible to decompose them by either partitioning
wave functions or just selectively summing a subset of indi-
ces of energy levels. Complicated solids or molecules can
have many components contributing to their overall optical
properties. To understand the mechanism in terms of these
partial or local contributions, a strategy for “local analysis”
is essential and we will propose one in this work. Case stud-
ies for both crystalline solids and molecules will be used to
demonstrate the advantage of such scheme for understanding
the mechanism of second harmonic generation(SHG) of the
materials.

The first case study will be on chalcopyrite AgGasS,Sed2.
Both AgGaS2 and AgGaSe2 are important infrared(IR) NLO
crystals.3–5 In addition to the second-order susceptibility,
xs2d, which characterizes the optical nonlinearity of a crystal
and determines the conversion rate of SHG process, band
gap and IR absorption edge are two quantities of particular
importance for application. A wider band gap allows higher
power pumping for the production of visible SHG beam. A
lower IR absorption edge/threshold leaves a broader trans-
parent range, so that injected IR beam will not be absorbed
by the crystal itself. Among these two crystals, AgGaS2 has
the advantage of having a wider band gap, but its IR absorp-
tion edge/threshold is higher and also itsxs2d is smaller. On
the contrary, AgGaSe2 has the advantage of having lower IR
absorption edge/threshold and largerxs2d than AgGaS2, but
its band gap is smaller. It is therefore very desirable to mix-
grow these two crystals so that optimal properties for a spe-

cific application can be obtained. The tuning of the mechani-
cal property, IR absorption edge, and band gap of the
crystalline material through forming a solid solution of
AgGaS2 and AgGaSe2 will be discussed elsewhere.6,7 In
this work we concentrate only on the mechanism of how
xs2d changes according to the anion-substitution in
AgGasSxSe1−xd2, and how our analysis methods help to find
the answer.

The second and third case studies will be on push-pull
polyene and benzene. The idea of using a longer conjugate
chain in order to achieve a larger first-order and second-order
hyperpolarizability was proposed a long time ago.8 A poly-
ene oligomer is such a conjugate system, which is also a
perfect one-dimensional model for theoretical study.9–15 This
type of molecule probably has the largest first-order hyper-
polarizability sbd ever reported.10,11 The material produces a
strong electro-optic(Pokels) effect and therefore has the po-
tential application in devices such as modulators and
switches. Benzene is an important building block in organic
molecules. Its planar six-member ring helps to establish a
strong intermolecular interaction crucial for forming molecu-
lar crystals. Many organic NLO crystals contain this building
block. One of the simplest configurations of push-pull ben-
zenes is nitroanilinesNAd, which has three structural iso-
mers. Understanding the underlying mechanism of how SHG
varies between these isomers may provide an useful insight
for the molecular design of both organic and inorganic NLO
materials.16 There have been extended theoretical studies on
these organic NLO molecules.17–24 However, in the present
work we intend to use a density functional theory(DFT)
plane wave pseudopotential computational scheme, which is
usually adapted in studying solid-state and surface problems.
This methodology will allow us to work on larger(or even
periodic) systems in the future, such as NLO molecules on
surface and NLO properties of exotic nanostructures.

In the following sections, the method of calculation and
the approach of analysis will be given in Sec. II. In Sec. III,
we report the results of our case studies starting from
AgGasSxSe1−xd2, which are three-dimensional semiconductor
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crystals. It is then followed by the results of isomers of pla-
nar molecules nitroaniline, and finally that of typical one-
dimensional push-pull polyenes H2N- sCH=CH2dn-NH2.
The conclusion will be drawn in Sec. IV.

II. METHODOLOGY

CASTEP,25 a planewave pseudopotential code based on the
DFT, is used to carry out the electronic structure calcula-
tions. Norm-conserving optimized pseudopotentials gener-
ated by one of the authors are used.26 In the case of
AgGaS2/AgGaSe2, a plane wave energy cutoffEcut
=500 eV is enough to converge the ground state energy of a
system to be smaller than 0.1 eV per atom compared to the
case when an extremely high plane wave energy cutoff is
chosen. SHG coefficients are not very sensitive to theEcut
anymore if the planewave basis set of this quality or higher is
used. The spacing ofk-point sampling grid for the semicon-
ductor crystals was chosen to be around 0.1 Å−1 for elec-
tronic structure minimization and 0.05 Å−1 for optical matrix
element calculations. We have compared the three-electron
Ga pseudopotential with a 13-electron one to see whether the
ten d electrons in the semicore is important in our case. The
results turn out to be that the interested optical properties of
AgGaS2 and AgGaSe2 are already reproducible using the
three-electron Ga pseudopotential. The three-electron one is
therefore used throughout the study. In the cases of push-pull
benzene and polyene, a big supercell is used to properly
simulate a molecule in vacuum(the size of the supercell box
is chosen to ensure there is more than 8 Å vacuum between
each periodic image), alsoEcut=600 eV is used because the
carbon potentials require higherEcut to converge. To calcu-
late optical properties, a larger number of unoccupied bands
is needed. Throughout this work, twice the total number of
valence bands is used, which is verified by convergence tests
to be sufficient for the purpose of this study.

To evaluate the SHG coefficients, we have adapted the
formalism proposed by Rashkeev27 and later improved by
Lin.28 This sum-over-states type formalism is explicitly ex-
pressed with terms having momentum matrix elements in
numerator and energy eigenvalue difference in denominator.
In the present work, the entire SHG coefficient of a molecule
sbd or a crystalfxs2dg are divided into contribution from vir-
tual hole sVHd, virtual electronsVEd, and two-band pro-
cesses, as what we have done in the study of NLO oxide
crystals.28–31 The contribution from two-band process is ex-
tremely small and can be neglected. Furthermore, by par-
tially summing only two out of all three band indices, the
value of SHG strength was decomposed into two representa-
tions of orbital contributions, namely occupied and unoccu-
pied bands, based on two different types of summing se-
quences. A plot of the band-resolved SHG coefficient, as we
call it, can thus be obtained, which gives the orbital contri-
bution of theb or xs2d in a (energy) level-by-level basis.
Through such process, the dominant orbitals giving major
contribution to a SHG process can be identified and later
analyzed. Given the SHG strength of individual orbital re-
vealed, it can be used to study the effect on SHG due to
structural or configurational change in a material. Moreover,

re-evaluatingxs2d or b using artificially adjusted eigenvalue
spectra helps to determine the role played by the energy level
of orbitals.

Not only resolving the contribution through bands, we
have also performed the so-called real-space atom-cutting
analysis28 which is based on partitioning the wave function
of a local collection of atoms and evaluate their partial con-
tribution to b. This method is particularly useful in the case
of molecules.

It is known that within the framework of the Kohn-Sham
DFT scheme, band gap correction of some kind, such as the
so-called scissors correction, may be required for predicting
linear and nonlinear optical properties more accurately. How-
ever, as will be shown from the results of this work, the trend
of SHG coefficients calculated without band gap correction
already agrees well with what are measured experimentally.
The Kohn-Sham gap is therefore used throughout this work.

III. CASE STUDIES AND RESULTS

A. AgGa„SxSe1−x…2

The most obvious difference between AgGaS2 and
AgGaSe2 crystals is their anions. We want to know how the
difference of anion species affects thexs2d of the crystals.
Five plots of the projected density of states(PDOS) of crys-
tals with fSg : fS+Seg ratio ranging from 100%, 75%, 50%,
25% to 0% is shown in Fig. 1, each cell contains 64 atoms

FIG. 1. PDOS of AgGasSxSe1−xd2, from top to bottomx=1.0,
0.75, 0.5, 0.25, and 0.0. Solid lines are the S contribution, dashed
lines are Se contribution and dotted lines are total DOS. One can
see that the S and Se show a similar PDOS plot among different
anion substitution ratios, this indicates that these two types of an-
ions play the same role in terms of their local energy levels. In other
words, they are chemically similar.
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with anions positioned randomly. This suggests that S and Se
are remarkably similar in terms of their chemical behavior,
they (locally) sit at the same energy region in the crystals.
Given thexs2d variation is not caused by the chemical nature
of the two group-VI elements, one may turn to seek for some
more “physical” reasons. Figure 2 shows how the substitu-
tion ratio affects the cell volume, band gap andxs2d, respec-
tively. Clearly, there is a correlation between the volume,
band gap, andxs2d, which suggests the variation ofxs2d and
band gap may simply be a volume effect.

In order to know whether this band gap andxs2d variation
is purely a volume effect, we have designed a computer ex-
periment based on varying the volume of unsubstituted
AgGaS2 and AgGaSe2 cells and observed how the band gap
andxs2d change. For AgGaS2, we change its volume gradu-
ally to that of AgGaSe2, which is a 15% increase equivalent
to a 5% linear expansion. Similarly, the volume of the
AgGaSe2 cell is compressed to become that of AgGaS2. The

result, Fig. 3, shows that such volume expansion alone is
sufficient to reproduce the kind of variations in band gap and
xs2d observed in anion-substituted crystals. The observed cor-
relation between volume andxs2d as well as volume and band
gap is therefore not an accident. Furthermore, when the same
gap value is assumed artificially to evaluate thexs2d of crys-
tals with various volume, the slope ofxs2d becomes much
flatter than it should be, as shown in Fig. 4. This indicates
that thexs2d variation is largely controlled by the band gap. A
simple picture of the mechanism can therefore be established
as the cell volume controls the band gap which finally affects
the value ofxs2d.

On the other hand, from the viewpoint of sum-over-states
formalism, the contribution toxs2d can be regarded as coming
from two sources, namely the momentum matrix elements in
the numerators and the energy level differences in the de-
nominators. The level-by-level(band-by-band) decomposi-
tion of xs2d, as shown in Fig. 5 and using the AgGaS2 case as

FIG. 2. Calculated properties of
AgGasSxSe1−xd2 (square marks) compared with
experimental values6 (circle marks). Lines are
linear fits of data. Left panel: cell volume(in Å3)
vs Se ratio 1−x. Middle panel: DFT band gap(in
eV) vs Se ratio 1−x. Right panel:xs2d (in pm/V)
vs Se ratio 1−x. They all show a linear trend with
respect to the concentration of Se. The correlation
between cell volume, band gap, andxs2d suggests
that the variation ofxs2d might be a volume
effect.

FIG. 3. The trend of calculated band gap and
xs2d (marks) due to the expansion and compres-
sion of pure crystals AgGaS2 (left panel) and
AgGaSe2 (right panel). Lines are linear fits. The
change of cell volume is sufficient to reproduce
the linear change of band gap andxs2d.
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FIG. 4. Original(solid lines) and “equal-gap”
re-evaluated(dashed lines) xs2d of AgGaS2 (left
panel) and AgGaSe2 (right panel). For those five
cell volumes marked with the same symbol
(dashed line), their band gaps are adjusted to be
identical for evaluatingxs2d. Significant reduction
of the slope indicates that the band gap has to
play an important role inxs2d variation, while the
reminding slope suggests the existence of other
factor(s).

FIG. 5. Band-resolvedxs2d of AgGaS2 at zone center. The upper row are the virtual electron contributions and the lower row are the
virtual hole ones. The five cell volumes are displayed from left to right, corresponding to the uniform expansion from 100% to 115%. One
can see that these “densities ofxs2d” share the same pattern, also the energy level spacing reduces with respect to the increase of cell volume.
(Note that in each plot, summing up all the peaks on the left to the band gap will get same value as summing up all the peaks to the right,
which is equal to thexs2d of that process.) In this material, the virtual electron process is more important than virtual hole processes, and they
are in opposite directions so they have a cancellation effect. Otherk points show the same behavior but the magnitude is smaller. The results
of AgGaSe2 are similar to those of AgGaS2 and are therefore not shown here.
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an example, does indeed reveal the trend of level spacing
becoming smaller when the cell volume increases.(Inciden-
tally, thek points near the zone center make a larger contri-
bution than those that are not.) If the entire energy level
spectrum(i.e., band structure) from one cell is used for cells
with different volumes, these cells still give almost the same
xs2d even though their volumes are different, as shown in Fig.
6. Note that the wave functions, and therefore the matrix
elements, of those crystals remain in their original values.
This result indicates that the energy level spacing that ap-
pears in the denominator of thexs2d formula plays the exclu-
sively dominant role in the determination of thexs2d variation
of the anion-substituted AgGaS2/AgGaSe2 system. We be-
lieve this can be understood through a simple “particle in a
box” picture, where energy level spacing becomes narrower
when the box size becomes bigger. Therefore, the mecha-
nism of thexs2d variation due to the anion S:Se substitution
can be understood as the following: different anion size
causes the crystals to pack into different volume, which in
turn makes the spacing of the energy levels different and
finally results in a differentxs2d. In simple terms, this is
purely a volume effect.

B. Para-, meta-, and ortho-push-pull benzene (nitroaniline:
pNA, mNA, oNA)

The structural isomers of nitroaniline, a push-pull ben-
zene, exhibit three distinctive geometric forms. They there-

fore allow one to study how their hyperpolarizabilitysbd is
affected by the relative geometrical arrangements of push
sNH2d and pull sNO2d functional groups. The orientation of
these molecules in supercells is arranged in such a way that
their largestb are pointing to thez axis, as shown in Fig. 7.
The calculated and measured values ofb are shown in Table
I. Our results reproduce not only the trend ofb measured
experimentally,32 which is pNA .oNA .mNA, but also
their order of magnitude. The convergence ofb with respect
to the number of unoccupied orbitals is shown in Fig. 8. This
suggests that only a fairly small number of unoccupied bands
is needed.

Band-resolvedb in Fig. 9 shows a significant difference
between the VE and VH processes. We found that the VH
process contributes more or less the same to the molecular
hyperpolarizability, especially for the case ofpNA andoNA.
While for the VE process, the contributions vary from fairly
large, dominating theb of pNA, to medium, comparable
with the VH contribution inoNA, then to very small in the
case ofmNA. For pNA, the VE process is about a factor of
3 more important than the VH process, and foroNA, the
contribution of VE reduced to two thirds of VH. As for
mNA, one can see the cancellation of two occupied orbitals
taking place resulting in a very small contribution to thez
direction (the largestb direction). The molecular geometry
of the isomers obviously has much more effect on the VE
process than on the VH process.

It is natural to ask whether it is again the energy spectrum
controlling the SHG coefficients, as in the case of
AgGaS2/AgGaSe2. Although the ordering of the energy ei-

TABLE I. b (in 10−30 esu) of the three isomers of NA.

Isomer Calc. Expt.a

pNA 47.4 34.5

oNA 23.9 10.3

mNA 7.5 6.0

aReference 32.

FIG. 6. The originalxs2d, of AgGaS2 (left
panel) and AgGaSe2 (right panel), are shown
alone fitted solid lines, while the fitted dashed
lines emphasize the re-evaluatedxs2d of those
crystals with different cell volumes but using the
same energy level spacing from only one of the
crystals. One can see that these dashed line are
much flatter than the original solid lines. This in-
dicates the effect of energy level spectra solely
controls thexs2d in these crystals.

FIG. 7. The structure ofpNA (left), oNA (center), and mNA
(right). The orientation of these molecules has been chosen so that
the direction of their largestb is pointing upwards.
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genvalues may not be the same among isomers, this does not
cause any complication when we want to artificially change
the energy levels of(important) orbitals and to re-evaluateb.
The five most important orbitals(three occupied, two unoc-
cupied) in Fig. 9 are all in the same spectral order and have
the same characteristics among isomers, as verified by exam-
ining their wave functions. Most of the triple products of
momentum matrix elements between bands, which appear as
numerators in the formula ofb, are far too small compared
with those very few from the important bands. In fact we
have compared the value ofb recalculated using two meth-

ods, either by completely neglecting unimportant orbitals or
by uniformly scaling their energies between two adjusted
important orbitals, the results are indeed not distinguishable.
This confirms that in this particular case, it is sufficient to
deal with only the important orbitals identified by band-
resolved analysis(Fig. 9), and to adjust the energy levels of
those few states, which obviously have the right symmetry to
maximize the triple products of momentum matrix elements.
The result, shown in Table II, indicates that the trend ofb is
controlled not by the energy level spectra, but by the matrix
elements of isomers. It is also important to see, from Table
III, that the ratio due to the change of spectra is insensitive to
whichever matrix element set is used, and likewise the ratio
due to the change of the matrix element is insensitive to
whichever eigenvalue specta are used. This suggests that
these two effects are disentangled and can somehow be fac-
tored out and understood as two independent contributions to
the hyperpolarizability of the molecules.

It is also important to observe that only several major
eigenstates are involved, typically two or three from each
side near the highest occupied molecular orbital(HOMO)/
lowest unoccupied molecular orbital(LUMO) gap. However,

TABLE II. Energy level replacement for push-pull benzene. The
values are re-evaluatedb (in 10−30 esu), for example, the value
corresponding toMspNAd and EsmNAd means using the energy
level spacing of important orbitals frommNA and using the mo-
mentum matrix element frompNA. The values on the diagonal are
the original ones. One can see that it is the matrix elements that
determine the trend of theb.

EspNAd EsoNAd EsmNAd

MspNAd 47.40 93.55 61.24

MsoNAd 11.68 23.90 15.66

MsmNAd 5.40 9.71 7.45

FIG. 8. Convergence tests ofb with respect to the number of
unoccupied states used, for three NA isomers. Theb calculated
using 150 unoccupied bands, which corresponding to twice the
number of occupied bands, are designated asbmax. The plots show
the ratio of b /bmax when each particular number of unoccupied
bands is used.

FIG. 9. The band-resolvedb
of three geometrical isomers of
NA. From left to right arepNA,
oNA, and mNA, respectively.
Both VE contribution(upper pan-
els) and VH contribution(lower
panels) are shown. One can see a
larger variation coming from VE
processes rather than VH ones.
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this also suggests that the hyperpolarizability could be poorly
approximated within a two-level model, at least for a quan-
titative prediction, as often seen in the literature. One can
also see that all these important orbitals tob have
p-symmetry, with no exception. The usual understanding is
that the poor overlap between atomic “pz” orbitals makes the
bonding/antibonding energy splitting ofp-orbitals signifi-
cantly smaller than that of orbitals withs-symmetry, making
p-orbitals nearest to the HOMO/LUMO gap and give the
largest contribution tob because of their appearance as small
energy denominators.

We found that those important orbitalssSHG-MOd can be
classified into two categories, namely push-derived and pull-
derived. For example, HOMO orbitals are push-groupsNH2d
derived and LUMO ones are pull-groupsNO2d derived. This
can easily be identified by observing the nodal plane struc-
ture driven by different orientation of respective functional
groups, as shown in Fig. 10. The classification allows
one to understand why the order ofb is bspNAd
.bsoNAd.bsmNAd. In particular, the results ofbsoNAd
.bsmNAd do not seem to be expected using an intuitive

“dipole model” where the size ofb is proportional to the
dipole moment of the molecule: sincemNA has larger ex-
pand of push and pull groups thanoNA, a dipole model
would have predictedbsmNAd.bsoNAd. We observed
very strong hybridization between push- and pull-derived
SHG-MO in the case ofpNA, while in oNA such effect is
moderate. As formNA, its push-derived and pull-derived
states do not mix at all. When evaluating momentum matrix
elements, the well-delocalized states ofpNA therefore have
big “on-site” transition because of the good overlap of wave
functions, making theb of pNA the largest. The same argu-
ment also applies when explaining whybsoNAd.bsmNAd.
The b is therefore, in this manner, affected by the molecular
geometry/topology. In fact, chemists have interpreted this
unexpected trend ofb of NA isomers in terms of whether it
is possible to have “resonance form” for these various
isomers.33,34 The difference in the degrees of delocalization
of SHG-MO observed in this work, which is likely due to
the symmetry of the nodal structure of wave functions deter-
mined by molecular frameworks, supports the resonance
form interpretation.

Complementing the band-resolved scheme, Table IV
shows the partial contribution tob due to different molecular
fragments of the isomers, analyzed using the atom-cutting
approach.28 The largest contribution comes from the benzene
ring, which is typically more than half of the totalb. The
additivity is good for the way the system is partitioned. With
the error only around 10%, the validity of the methodology is
justified.

C. Push-pull polyenes

It is well known that the hyperpolarizability of push-pull
polyenes increases dramatically with respect to the length of
their p-conjugated chain, at least for the cases where the
chain length is not too long. How the length of such mol-
ecules affecting theirb is a subject of interest. We calculated
the b of NH2-sC2H2dn-NO2 and list the results in Table V,
which does show such a trend. A convergence test ofb has
already been carried out to ensure the number of unoccupied

TABLE III. The top and bottom tables show howb change(in
terms of ratio) due to the change of energy level spacing and matrix
element sets, respectively. For example, the value corresponding to
EspNA→oNAd means the ratio ofb changes due to the replace-
ment of energy levels ofpNA by those ofoNA while using the
same set of matrix elements. One can see the remarkably similar
ratio in both tables.

EspNA→oNAd EsoNA→mNAd

MspNAd 1.97 0.65

MsoNAd 2.05 0.66

MsmNAd 1.80 0.76

EspNAd EsoNAd EsmNAd

MspNA→oNAd 0.25 0.26 0.26

MsoNA→mNAd 0.46 0.41 0.48

TABLE IV. The partial contribution tob (in 10−30 esu) from
different molecular fragments of NA is listed for its three isomers.
The additivity errors between the total sums and the original full
values are also given.

NH2 C6H4 NO2 Total sum Original Additivity(%)

pNA 12.39 29.97 12.47 54.83 47.70 15.68

oNA 3.06 13.96 8.24 25.26 23.90 5.96

mNA 1.74 5.92 1.17 8.83 7.45 18.52

TABLE V. Calculatedb for push-pull polyenes with different
length.

n 1 2 3 4 5

b s10−30 esud 7.74 42.14 168.64 421.44 917.27

FIG. 10. HOMO (bottom row) and LUMO (top row) orbital
densities of three isomers of NA. From their nodal structure one can
clearly see the HOMO orbitals being derived from push group
sNH2d and the LUMO ones from pull groupsNO2d. One can also
see that the overlap between push-derived and pull-derived MO are
strongest in the case ofpNA (left), moderate inoNA (center), and
weakest inmNA (right).
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orbitals used is sufficient. Results from current work are also
compared with those from other quantum chemistry meth-
ods, as shown in Table VI. It is known that theb of push-pull
polyene calculated using the DFT method tends to increase
more significantly with respect to the increase of chain
length.35 This is also seen in the current work.

TABLE VI. The ratio of b increase with respect to the chain
length.

n→n+1 LDAa GGAa TDHFb MP2b HFb

1→2 5.5 5.2 4.9 4.2 4.8

2→3 4.0 3.8 2.9 2.7 2.7

3→4 2.5 2.5 2.2 2.0 2.0

4→5 2.2 2.2 1.8 1.7 1.6

aCurrent work, in which PW91(Ref. 36) is the version of GGA
used.
bReference 20, notations used here are as defined in the original
paper.

FIG. 11. Re-evaluatedb (in 10−30 esu) for polyenes of different
length using the same HOMO/LUMO gap values.

FIG. 12. Band-resolvedb of polyenes from
n=1 (left) to n=5 (right). The added little frames
in each case are the same plots magnified accord-
ingly for easy inspection. One can see the pattern
is similar throughout the plots, and the energy
level spacing decreases with respect ton, i.e., the
length of the molecules.
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For these polyene molecules, a quick and simple re-
evaluation ofb using a same HOMO-LUMO gap does not
result in any significant change, as shown in Fig. 11. The
trend of theirb therefore has little to do with the gaps of the
molecules.

As in the previous case of nitroaniline, band-resolvingb
analysis is used to analyze theb of push-pull polyene. We
found, as shown in Fig. 12, theb from the VE processes are
typically a factor of 1.5–2 to the VH ones, and in the same
sign. It is very important to note that although these push-
pull polyene molecules come in different lengths, the key
orbitals that contribute theb (i.e., SHG-MO) are very similar
and are in fact of equivalent characteristics(see Fig. 13) and
line up in the same(spectral) order. This is a great advantage
of our band-resolved analysis over the applied field(deriva-
tive) techniques, as it would be impossible to reveal the im-

portant SHG-MO if the latter were used. Using a “full band
structure” method, we are able to truly identify important
MO instead of making assumptions, such as in the case of
the two-level model. As expected, all of these orbitals are
againp-orbitals.

Although the energy level indices are very different for
molecules at different lengths, only the few SHG-MO iden-
tified by the band-resolved method are needed for perform-
ing spectrum replacement. The energy level and matrix ele-
ment effects on hyperpolarizibility can thus be obtained by
re-evaluation ofb, as shown in Table VII. It reveals that the
energy level spacing is the most important effect. Whenever
n increase by one unit(i.e., two carbon atoms), that effect
magnifies theb by 2–3.5 times, depending on the original
chain length. Although the matrix element plays some part in
molecules ofn=1 andn=2, the effect saturates forn.2.

TABLE VII. This table shows theb s10−30 esud of push-pull polyenes NH2sC2H2dnNO2. Msnd means
using the matrix element of molecule withn C2H2 pairs, whileEsnd means using the eigenvalue spectrum
from molecule withn C2H2 pairs. The following two tables show the ratio of howb change aroding to the
change of energy level spacing or matrix element sets, respectively. Whichever matrix elements set is used,
it is not sensitive to the change of energy level spacing. Such results suggest one can divide the contribution
of b into two independent factors.

b Es1d Es2d Es3d Es4d Es5d

Ms1d 7.74 26.18 80.45 183.09 372.05

Ms2d 12.18 42.14 131.02 300.22 612.34

Ms3d 15.57 54.17 168.64 386.38 787.01

Ms4d 16.44 58.22 182.91 421.44 861.60

Ms5d 17.05 60.77 192.69 446.70 917.27

Ratio Es1→2d Es2→3d Es3→4d Es4→5d

Ms1d 3.38 3.07 2.28 2.03

Ms2d 3.46 3.11 2.29 2.04

Ms3d 3.48 3.11 2.29 2.04

Ms4d 3.54 3.14 2.30 2.04

Ms5d 3.56 3.17 2.32 2.05

Ratio Es1d Es2d Es3d Es4d Es5d

Ms1→2d 1.57 1.61 1.63 1.64 1.67

Ms2→3d 1.28 1.29 1.29 1.29 1.29

Ms3→4d 1.06 1.07 1.08 1.09 1.09

Ms4→5d 1.04 1.04 1.05 1.06 1.06

FIG. 13. Electron density of molecular orbitals that contribute large hyperpolarizibility as picked-up by band-resolved SHG plots Fig.
(12). Cases with molecular lengthn=1–5 arearranged from left to right; for each molecules, their most important orbitals, HOMO, LUMO,
LUMO+1p, are arranged from bottom to top.
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The effect of energy level spacing is easy to observe be-
cause the number of important states are limited. Level spac-
ings between four most important orbitals, two occupied and
two unoccupied, are listed for all molecules and labeled as
DEo (two occupied), DEg (HOMO-LUMO gap), and DEu
(two unoccupied), as shown in Table VIII. BothDEg and
DEu decrease with respect to the chain length. AlthoughDEo
increases with respect to chain length, it saturates whenn
.3, and also since its magnitude is largest among the three
DE, it therefore has the smallest influence because theseDE
appear in the denominator. Basically, the picture remains
similar to the particle in a box one addressed in the previous
AgGasSxSe1−xd2 case, which suggests that a longer molecule
has smaller energy level spacing, making its SHG coefficient
larger.

Table IX shows the partial contribution tob from differ-
ent parts of the push-pull polyenes, analyzed using atom-
cutting approach.28 It indicates thatsC2H2dn units play a
much more significant role than NO2 and NH2 end groups.
Only for the shortest molecule does the NO2 group become
important. This decomposition of the sources ofb into two
end groups and conjugated chain segments allows one to
understand the mechanism from a different viewpoint in ad-
dition to the band-resolving one.

IV. CONCLUSION

The plane wave pseudopotential DFT approach is ad-
equate for present case studies. The sum-over-states formal-
ism allows one to explicitly decompose SHG coefficients to
more fundamental physical quantities such as energy levels
and momentum matrix elements. This makes our band-
resolved SHG analysis possible. Re-evaluation of SHG coef-
ficients for crystals and molecules provides detailed informa-
tion on the contribution to the SHG coefficient from a given
subsystem or mechanism, which is either through partial
band-index summation or through real-space wave functions
partitioning, or even through the manipulation of energy lev-
els.

Both the trend and the value ofxs2d can be predicted for
the anion substitution in AgGasSxSe1−xd2 crystals. We have
computationally proved that it is the cell volume that affect-
ing the energy level spacing which then directly determines
the variation ofxs2d in these crystals. The material design for

the desired optimal properties can indeed be achieved by
controlling the substitution ratio.

In the case of nitroaniline molecules, VH contribution
does not change much among the three structural isomers.
This is not the case in the VE process, which is very large in
pNA, drops significantly inmNA, and is very small with a
cancellation effect inoNA. With the SHG-MO identified us-
ing band-resolved analysis, easy re-evaluation ofb and mak-
ing comparisons among the isomers are possible. It turns out
that the trend of the SHG is determined by the matrix ele-
ment part, which is indeed supposed to be sensitive to the
change of orientation and bonding of push and pull func-
tional groups on the plane of benzene ring.

As for the case of H2N-sC2H2dn-NO2, the VE process
dominates their hyperpolarizibility. Despite the fact that a
longer molecule has very many more states than a shorter
one, there is only an amazingly small number of the key
sp−d orbitals that contribute most tob. They are of the same
characteristics and lying in the same order within energy
level spectra. Re-evaluatingb with adjusted energy levels of
SHG-MO suggests that the trend ofb is mainly determined
by the energy level spectrum. Since a systematic decrease of
energy level spacing with respect to the increase of chain
length is observed, this explains why a longer push-pull
polyene has a largerb. From the viewpoint of wave function
partitioning, the hyperpolarzibility of these polyenes mainly
comes from their conjugated chains, not their push and pull
end groups.

In summary, the effects on SHG due to the size of unit
cell, planar rearrangement of functional groups, and the
length of conjugated chains are all investigated within the
same framework of computation and analysis. We have dem-
onstrated that the band-resolved(and wave function parti-
tioning) SHG approach is a powerful tools to achieve better
understanding to the mechanism of SHG of both crystals and
molecules.
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TABLE VIII. Energy level spacing between the four most im-
portant orbitals that dominate theb of push-pull polyenes
NH2sC2H2dnNO2.

n DEo DEg DEu

1 8.02 3.68 2.02

2 8.41 2.85 1.66

3 8.71 2.25 1.56

4 8.88 1.90 1.40

5 9.03 1.63 1.26

TABLE IX. Partial contribution tob (in 10−30 esu) from the
conjugate chain and end groups, their ratios to the total sum are
given as the percentages in the parentheses. The originalb of the
whole molecules are also given in the last column, with the addi-
tivity error given in the square brackets.

n NH2 sC2H2dn NO2 H2NsC2H2dnNO2

1 0.14(2%) 3.47 (48%) 3.55 (50%) 7.74 [7%]

2 4.12(9%) 28.74(62%) 13.63(29%) 42.14[10%]

3 22.92(11%) 133.71(67%) 43.15(22%) 168.64[18%]

4 63.85(12%) 326.63(69%) 98.33(19%) 421.44[24%]

5 202.92(17%) 829.73(70%) 150.45(13%) 917.27[29%]
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