
 

  
Abstract—In this paper, a novel robust unsupervised video ob-

ject tracking algorithm is proposed. The proposed algorithm 
combines several techniques: mathematical morphology, region 
growing, region merging, and trajectory estimation, for tracking 
several predetermined video objects, simultaneously. A modified 
mathematical morphological edge detector was employed to 
sketch the contour of the video frame; and an edge-based object 
segmentation algorithm was applied to the contour for partition-
ing the predetermined objects; moreover, according to the motion 
of the objects, the proposed algorithm can estimate and partition 
the objects in following video frames, automatically. The pro-
posed algorithm is also robustness against mobile cameras. The 
experimental results show that the proposed algorithm can pre-
cisely partition and track multiple video objects. 
 

I. INTRODUCTION 
RACKING several predetermined objects in a sequence of 
video frames is a important research topic for computer 

vision and visual surveillance. The object tracking technique is 
applied to many kinds of applications, such as video coding 
standard MPEG-4 [1], highway traffic control, and security 
surveillance. There are several approaches has been proposed 
for video tracking. The most common way is background sub-
traction [2]; however, the background subtraction approach is 
only suitable for tracking objects by stationary camera and 
unsuitable when the camera is moving. Comaniciu et al. [3] use 
the mean-shift approach to compute the translation of a circular 
region. Jepson et al. [4] use a probabilistic appearance model to 
compute the affine motion of the object for capturing the stable 
object features, object shape, and object deals with outliers. 
 In this work, a morphology-based approach is presented. A 
modified mathematical morphological edge detector, which is 
proposed by Hsiao et al. [5], is utilized to sketch the contour of 
the video frame. Hsiao’s edge detector is an enhanced version 
of morphological edge detector, which is capable of sketching 
out thin edges that ordinary be eliminated by other conven-
tional edge detectors. Moreover, we utilized a novel 
edge-based image segmentation algorithm to extract the user 
predetermined objects in the video frame. According to the 
positions of the objects, a trajectory estimation scheme is 
proposed to estimate the positions of the objects in the fol-
lowing video frames.  

This paper is organized as follows: Section II presents the 
proposed automatically video object tracking algorithm. Sec-
tion III provides the experimental results of the proposed ap-
proach, and the conclusions are discussed in the last section. 

II. THE PROPOSED ALGORITHM 

A. Formal Description 
The primary goal of this work is to develop an algorithm that 

is able to automatically extract the user desired objects in a 
stream of video frames. The conceptual block diagram of the 
proposed video object tracking algorithm is as shown in Fig. 1. 
In this work, the video stream is processed frame by frame. At 
first, an edge detector is applied to the inputted video frame for 
sketching out the features of the video frame. Then, the 
edge-extracted image is processed by the proposed region 
growing/merging-based image segmentation algorithm for 
extracting the user desired objects in the video frame. Ac-
cording to the average coordinates of the extracted objects, the 
proposed trajectory estimation scheme is utilized to estimate 
the position, and deploy growing seeds at the appropriate po-
sition in the next video frame for extracting the same object in 
the following frames. The detailed information of all proce-
dures in Fig. 1 is discussed in the following subsections: 

B. Hsiao’s Mathematical Morphological Edge Detector 
The edge detector utilized in this work for sketching out the 

contour of the video frame is one of our earlier works [5]. In 
this subsection, the edge detector is briefly introduced. The 
block diagram of the edge detector is as shown in Fig. 2. 

In order to increase the contrast level of the original image F, 
the morphological contrast enhancement process is utilized to F 
to increase the grey-level difference between dark objects and 
bright objects. Let B denotes a 3x3-structuring element shows 
in Fig. 3. Let Fc denote contrast enhanced image can be 

 

 
Fig. 1. Conceptual block diagram of the proposed object tracking algorithm. 
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Fig. 2. Flow chart of the utilized edge detection algorithm. 
 

 
Fig. 3. Structuring element for contrast enhancement and dilation residue edge 
detection 

 

 
Fig 4. Illustration of quad decomposition of an image. 
 
formulated as follow: 
  ( ) ( )cF F WTH F BTH F= + −           (1) 

Morphological dilation residue edge detector is applied to 
the image Fc to extract the edge information. Fe denoted edge 
detected image can be formulated as follow: 
  (e cF F=  ) cB F−                 (2) 

Quad decomposition edge enhancement process is applied to 
the image Fe to sharp thin or smooth edges. In this process, the 
image Fe is decomposed into four sub-images with same size, 
and each sub-image decomposed into four sub-images. The 
process is repeated until the user defined smallest sub-image 
size Ns is reached. This process is shown in Fig. 4. In this 
process, we defined four cases for enhancing the thin or smooth 
edges in a sub-image. Mean and standard deviation in each 
sub-image are calculated as follows: 
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TABLE 1 
Edge point enhancement cases. 

Condition Case 
#1 #2 #3 

Update

Redundant Background Pij<µs µs<2 δs<2 Pij =0 

Thin Edge Enhancement Pij>µs 

Pij<µs+1.5×δs 
µs<2 δs<2 Pij = P2

Intensive Thin Edge Enhancement Pij>µs+1.5×δs 

Pij<µs+3×δs 
µs<2 δs<2 Pij = P3

Thin Edge in Complex Back-
ground Pij>µs+1.5×δs µs>5 δs>6 Pij = P2
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                                       (c)                                       (d) 
Fig. 5. Bipolar oriented edge masks. (a) for angel 0 and π/2, (b) for angel 3π/8, 
and 5π/8, (c) for angel π/4 and 3π/4, and (d) for corner edge 
 

    
                             (a)                                                           (b) 
Fig. 6. Extraction result of the utilized edge detector. 
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where M and N are width and height of the sub-image, 

especttively. By these mean and standard deviation values of 
each sub-image, we defined four edge point enhancement cases 
as Table 1. Let Fq denotes the image combined from all proc-
essed sub-image. 
 A threshold value ranging from 20 to 30 is applied to the 
image Fq and producing the binary image Ft with the clearly 
thin edges and without causing too many noise points. 

Moreover, there are five bipolar oriented edge masks shown 
in Fig. 5 are applied to the image Ft for removing the unwanted 
noise pixels, bit the mask only applied to the pixel that satisfies 
the following terms: 
 1) The pixel is thresholded to be an edge point. 
 2) The sub-image contains the pixel and its mean and stan-
dard deviation obtained in Step 4 are µ<3 and δ<3, respectively.  
 Then, since the processes are done, a high performance edge 
extracted image is produced as demonstrated in Fig. 6. 

C. Object Segmentation in Video Frame 
In this subsection, a novel image segmentation algorithm is  



 

 
Fig. 7. Flow Chart of the proposed object segmentation algorithm. 
 
briefly introduced. The goal of region growing and region 
merging is to divide the domain R of the image F into regions 
{Ri, i = 1… m} so that 1

m
i iR R== ∪ , and i jR R∩ = ∅  if 

i j≠ , and F satisfy the homogeneity criterion on each Ri. 
The block diagram of the proposed object segmentation 

technique is as shown in Fig. 7. The coordinates of the initial 
growing seeds for each frame must be defined by user or the 
trajectory estimation scheme to extract desired objects in a 
series of video frames. Each growing seed owns a unique 
identification number. Since the seeds are deployed, the stage 
one of the region growing process is then started. These seeds 
shall start to extend its area and add the empty pixel (non-edge 
pixel) near to the seed to form their own regions. However, 
because the edge points in the edge-extracted image might not 
always be continuously extracted by morphological edge de-
tector. Therefore, some gaps may exist that may cause the 
growing process produces a useless result. In this work, a 
boundary condition, similar to the snake model, is introduced to 
control the region growing process. The proposed boundary 
condition is different from the snake model approach because 
the first one controls the growing process of each region, and 
the last one controls the reaching process of an edge vector. The 
boundary condition ECost consists of two performance indexes 
given by: 
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where Ee(i) and Er(i) are edge shape cost and reached edge cost 
at the ith position of the contour of the region, respectively, 
which can be defined as follow: 
 

2 2
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( )( ) 255 ( ) 255r iE i F s= − −              (7) 

 
where F(si) is the pixel value of the edge-extracted image in 
position si, N represents the number of boundary point, and the 
order of the boundary points is counterclockwise along the 
contour of the region. si is the coordinate of the ith boundary. 
The weighting factors αi and βi are defined to control the im-
portance of the membrane and thin-plate term for the ith 
boundary point, respectively. By minimizing the boundary  
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                            (c)                                                            (d) 
Fig. 8. (a) A frame of Table Tennis video clip. (b) Edge detection result by 
Hsiao’s mathematical morphological edge detector. (c) Boundary of the regions 
after region growing. (d) Final result after region merging process. 

 
condition ECost, the region is attracted to grow to the boundary 
with the lowest cost, such as edge lines. Therefore, the 
boundary of each region converged on a set of meaningful edge 
points instead of growing through gaps of the non-continuous 
edges lines. 

Since the first stage of region growing process is completed, 
the second stage also lets the regions keep growing, but the 
second stage allows the regions add the 8-neighborhood pixels 
(edge points) without under controlling of boundary condition. 
 The process of region merging is aimed to reduce redundant 
regions that do not have enough edge points between them. For 
a pair of regions, that the number of the edge points reached by 
both of them is smaller than 10 percents of the boundary length, 
these two regions will merge into single region. Since the 
process of region merging is completed, the segmentation line 
can be extracted as shown in Fig. 8(d). 

D. Trajectory Estimation Scheme 
A trajectory estimation scheme is proposed in this section. 

As mentioned in last subsection, we can deploy growing seeds 
to extract desired objects. Therefore, when we want to track the 
desired objects in a sequence of frames, it is necessary to de-
velop a trajectory estimation scheme for automatically de-
ploying seeds into the incoming frames.  

The principle of the trajectory estimation scheme is quite 
simple. First, we calculate the average coordinate XO(t) and YO(t) 
of an object O on x axis and y axis in frame t is defined as 
follow 
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where p is the pixel in the frame, SO is the pixel set of object O, 
and xp, yp is the coordinate of pixel p on x axis and y axis. And  



 

 
Fig. 9. Illustration of trajectory estimation scheme. The area of extracted object 
is represented in grey color.  
 
the velocities VxO(t) and VyO(t) of object O on x axis and y axis 
is obtained by the difference of average coordinates between 
two continuous frames t-1 and t as follow 
 
  ( ) ( 1) ( )O O OVx t X t X t= − −                                          (10) 

( ) ( 1) ( )O O OVy t Y t Y t= − −                                         (11) 
 

We assume that the object O is as the grey area in Fig. 9. 
After we obtained the moving velocity of the object O in frame 
t, the velocity information can be used to determine the position 
of the initial growing seed for segmenting the same object O in 
frame t+1. The object O, which is segmented in frame t, is 
partitioned into four parts: left-top (LT) part, left-bottom (LB) 
part, right-top (RT) part, and right-bottom (RB) part, respec-
tively. We select three parts among the four partitioned parts, 
which can achieve the maximum summation of the object O, 
and the corner part of these pre-selected three parts is used to 
calculate the basis coordinate for determining the position of 
the initial growing seed for segmenting the same object O in 
next frame t+1. The basis coordinate XB_O(t) and YB_O(t) of an 
object O on x axis and y axis in frame t is defined as follow 
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As shown in Fig. 9, maximum area summation of the object O 
can be achieved by combining with RT, LT, and LB. And the 
LT part plays a corner role in the combination. Therefore, the  
“Part” defined in (12) and (13) is the LT part, and where 
(XB_O(t),YB_O(t)) is the basis coordinate, which is as the white 
spot in Fig. 9. 
 When we obtained the velocity of the desired objects and 
their basis coordinate, the position xN_O(t+1) and yN_O(t+1) of 
the next initial growing seeds for segmenting the same objects 
O in next frame can be obtained as follows 
  _ _( 1) ( ) ( )N O B O Ox t X t Vx t+ = +                                    (14) 

_ _( 1) ( ) ( )N O B O Oy t Y t Vy t+ = +                                     (15) 

Therefore, when the frame t+1 is been obtained, the proposed 
scheme can automatically deploy growing seeds for extracting 
the same desired objects in the frame t+1, as the black spot in 
Fig. 9, and the white arrow is the moving velocity of the object. 

III. EXPERIMENTAL RESULTS 

A. Tracking by Mobile Camera 
A sequence of video frames that acquired by a non-stationary 

camera is used to evaluate the tracking performance of the 
proposed algorithm. In the video stream, as shown in Fig. 10, a 
bottle is placed on a desk, and the white cap of the bottle is the 
target object. Because the video stream is acquired by a 
non-stationary camera, the background is constantly changing 
during the tracking process. The tracking result shows that the 
proposed tracking algorithm is capable of precisely tracking the 
complete region of a predetermined object, and tracking per-
formance isn’t influenced by the changing background.  

B. Tracking with Complex Background 1 
A video clip, as shown in Fig. 11, records a finger slide over 

a bottle, is used to evaluate the tracking performance of the 
proposed algorithm. The tracking target is the complete region 
of the finger. Although the bottle has a lot of Chinese words 
printed and light reflection on it, the proposed algorithm still 
tracks the finger very precisely. 

C. Tracking with Complex Background 2 
Fig. 12 shows another color video clip that records a hand 

taking off a bottle from the desk, which is used to evaluate the 
tracking performance of the proposed algorithm. The tracking 
target in this video clip is the cap of the bottle. As shown in the 
figure, the region of the cap moves through the complex 
background that consists of many instruments. In this test, the 
proposed algorithm is still able to successfully track the cap, 
and the tracking performance has not been influenced by the 
complex background in the video stream. 

D. Multiple Targets Tracking by Mobile Camera 
In this paragraph, the multiple objects tracking ability of the 

proposed algorithm is evaluated. A video clip depicted in Fig. 
13 records that a hand takes a bottle moving over a silver box. 
The tracking targets in this example are the cap of the bottle and 
the silver box. In this video clip, the silver box is placed in a 
fixed position on the desk, the hand takes the bottle from left 
side to right side in the sense of the camera, and the sense of the 
camera is moving from right to left. Therefore, not only the 
background is constantly changing, but also the two tracking 
targets are overlapping with each other during the tracking 
process. The tracking result shows that the proposed algorithm 
can produce good tracking performance on tracking multiple 
objects in the video that acquired by a non-stationary camera. 

E. Video from opening ceremony of Games of the XXVIII 
Olympiad Athens 2004 

A video stream in Fig. 14 is used to evaluate the tracking 
performance of the proposed algorithm. The video stream is a 
part of the TV program that was playing the opening ceremony 
of Games of the XXVIII Olympiad Athens 2004. The tracking 
target is the face of Gianna Angelopoulos-Daskalaki, who was 
the president of the Athens Olympic Organizing Committee 
(ATHOC). While the Olympiad song was singing, the sense of 
the camera shifts through Gianna. The tracking result, as de-
picted in Fig. 14, shows that the proposed tracking algorithm is 



 

able to successfully produce the region mask for extracting the 
face of Gianna. 

F. Video clips 1 from movie: I Robot 
A video stream, captured from the movie called “I Robot”, is 

used to demonstrate the performance of the proposed tracking 
algorithm. In this video stream, as shown in Fig. 15, the 
tracking target is the face of Will Smith. His face was not 
moving, but because Will was speaking, the shape of his face is 
changing at all time. The tracking result shows that the pro-
posed algorithm can successfully track the face of Will Smith. 

G. Video clips 2 from movie: I Robot 
The last video stream, captured from the movie called “I 

Robot”, is used to evaluate the performance of the proposed 
tracking algorithm. In this video stream, as shown in Fig. 16, 
the tracking target is the head of a robot. Because both of the 
robots are fighting to each other, the position of the head of the 
robot was changing at high speed. The tracking result shows 
that the proposed algorithm is robust against objects movement 
with high velocity. 

IV. CONCLUSION 
A hybrid of mathematical morphology, region growing and 
merging, and trajectory estimation scheme approach is pro-
posed. At first, user can predetermine the desired objects for 
tracking, and then the video frame is processed by the Hsiao’s 
edge detector [4] to sketch the contour the frame. The contour 
information is then processed by the proposed segmentation 
algorithm, which consists of region growing and region 
merging processes. According the extracted object, we utilized 
the proposed trajectory estimation scheme for automatically 
deploying the growing seeds for tracking the same object in 
further incoming video frames. The experimental results show 
that the tracking performance is guaranteed. 

 

   
                     (a)                                     (b)                                   (c) 
Fig. 10. Mobile camera tracking. (a) frame 1, (b) frame 30, and (c) frame 60 in 
the frames sequence A. 
 

   
                    (a)                                     (b)                                      (c) 
Fig. 11. Finger moving on complex background. (a) frame 1, (b) frame 20, and 
(c) frame 30 in the frames sequence B. 
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                    (a)                                     (b)                                      (c) 
Fig. 12. Bottle moving on complex background. (a) frame 1, (b) frame 20, and 
(c) frame 30 in the frames sequence C. 

 

   
                    (a)                                     (b)                                      (c) 
Fig. 13. Multiple objects tracking by a moving camera. (a) frame 1, (b) frame 30, 
and (c) frame 45 in the frames sequence D. 
 

 
              (a)                            (b)                          (c)                            (d) 
Fig. 14. Tracking result of the horizontal moving face. (a) frame 1, (b) frame 40, 
(c) frame 85, and (d) frame 135 in the sequence of frames. 
 

 
              (a)                            (b)                          (c)                            (d) 
Fig. 15. Tracking result of the stationary face tracking I with greater changing 
on the face features. (a) frame 1, (b) frame 8, (c) frame 19, and (d) frame 26 in 
the sequence of frames. 
 

 
                    (a)                                     (b)                                      (c) 

 
                    (d)                                     (e)                                      (f) 

 
                    (g)                                     (h)                                      (i) 
Fig. 16. Tracking an object at high moving velocity. (a) frame 1, (b) frame 16, (c) 
frame 32, (e) frame 48, (f) frame 64, (g) frame 80, (h) frame 96, (i) frame 112, 
and (j) frame 128 in the sequence of frames. 
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