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Abstract

In this research, we aim at building an intelligent 
system that can detect abnormal behavior for the elderly 
at home. Deployment of RFID tags at home helps us 
collect the daily movement data of the elderly. The 
clustering technique is then used to build a personalized 
model of normal behavior based on these RFID data. 
After the model is built, any incoming datum outside the 
model can be seen as abnormal. In this paper, we present 
the design of the system architecture and show the 
preliminary results for data collection and preprocessing.  

Keywords: RFID, elderly care, ambient intelligence, machine 
learning, clustering analysis 

1. Introduction 

Elderly care is an important issue in an aging society. 
There are many elderly people who live alone. Even 
though some elderly people live with their children, they 
are at home alone most of the time since young people 
need to work or go to school. This research would like to 
utilize information technology to unobtrusively detect 
abnormal behavior of the home-alone elderly according to 
their movement at home at day time. Abnormal behavior 
includes not only emergencies like pass-out and heart 
attack, but also others like “not eating,” “not going to 
toilet regularly,” and “lack of movement.” Since everyone 
can have very different behavior at home, it is not 
possible to predefine the so-called abnormal behavior. 
Thus machine learning technology is needed to build a 
behavior model for each individual.  

The RFID (Radio Frequency Identification) technology 
uses a reader to detect tags. When the reader detects the 
signals from the tags, RSSI values (0-255) that represent 

signal strength can be obtained. The RSSI value has a 
negative relationship with the distance of the tag from the 
reader [1]. In this research, we want to build a behavior 
model (viewed as normal) for an elderly person by a set of 
long-term collected RSSI data. We then can use this 
model to detect subsequent “abnormal” behavior of the 
person. The system architecture includes deploying active 
tags in the living environment, e.g., the living room, the 
dining room, the kitchen, the rest room, and the bed 
rooms. The reader is to be carried by an elderly person. 
The detected RSSI values are recorded following the 
movement of the person. The behavior model built by 
machine learning can be used to determine if the 
subsequent behavior is normal or not. Since only data of 
“normal” behavior are collected, the model (a classifier) 
can be built by only positive examples. This is an 
essential research issue in machine learning. We propose 
to use clustering techniques to deal with it.  

This approach, different from computer-vision-based 
approaches, not just detects predefined events like if the 
elderly person falls, but finds the living patterns of the 
person. The machine learning technique can be used to 
learn all the patterns without defining all of them in 
advance. Also, it is not necessary to install cameras at 
home. This can relieve the concern of personal privacy 
issues [2]. Researches related to using RFID or other 
sensors for elderly care can also be found in [3], [4], and 
[5]. But all of them do not focus on behavior modeling as 
we do.

In the next section, we give an overview on needed 
technologies. The system architecture for behavior 
modeling by RFID is then presented in Section 3. Section 
4 shows some preliminary results of data collection and 
preprocessing. Section 5 discusses future development 
and draws a brief conclusion. 
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2. Technology Overview 

An RFID system includes two parts: tags and readers. 
Digital information of an object, usually a serial number, 
is stored in a tag attached to the object. When a reader 
sends an electromagnetic signal to a tag, the tag responds 
the reader with the stored digital information. This 
information is then used to identify the object. There are 
basically two kinds of RFID tags: passive and active. 
Passive tags simply reflect the signal sent from the reader 
for the transmission of the stored information. They draw 
power from the reader and need no battery. On the other 
hand, active tags have their own transmitter and power 
source (battery). In-between the two, semi-passive tags 
operate their circuits on their own power, but 
communicate with the reader in the same way as passive 
tags. RFID tags are designed to operate in different 
frequencies. General speaking, low-frequency tags 
(usually passive tags) are used in a detecting distance 
shorter than 0.5 meter; high-frequency tags (usually active 
tags) are used for a wider range (several meters to one 
hundred meters). The RFID system has been widely used 
in many applications, e.g., tracking goods in a supply 
chain, tracking cows and pets, access control systems, and 
payment systems [6]. The RFID system has advantages 
over other automatic identification techniques, like bar 
codes and smart cards. To name a few: it does not need 
close contact; it does not need light; it can read many tags 
at the same time; and it can store additional information.  

In our research, we chose the RFID system to record 
the movement of the elderly at home. Quite a many 
researches can be found in the literature for RFID 
tracking/positioning [7][8][9][10]. However, we do not 
need such complicated systems since exact location of the 
elderly person is not needed. Time sequences of RSSI 
values collected from active tags deploying in various 
corners at home are a sufficient representation of the 
movement of the elderly person who carries the reader. 
Other indoor positioning systems used wireless LAN [11], 
floor pressure/load sensors [12], and infrared-based small 
motion detectors (SMDs) [13]. Furthermore, video 
tracking systems can also be used to monitor indoor 
human behavior [14] or outdoor traffic [15]. But object 
tracking in video is a much more complex task. It can 
draw concern on personal privacy.  

Another major issue of this research is the behavior 
modeling by only positive examples. The goal for such 
modeling is to detect abnormal behavior. In the literature, 
we have found applications of anomaly detection in 
information security [16][17], credit fraud detection [18], 
and document selection [19]. All of them used a machine 
learning approach. But in [17], one-class SVM (support 
vector machines) that finds the hyperplane between the 
positive examples and the origin is used. Such a classifier 

is biased and not suitable in our case. In [19], artificial 
negative examples were used. This is also impractical 
since negative examples are difficult to define and 
generate. 

3. Behavior Modeling with RFID data 

In our setting, a notebook PC, a wireless LAN access 
point (AP), a CF-card RFID reader (Fig. 1 (a)), a PDA 
with a CF-card slot (Fig. 1 (b)), and 10 active RFID tags 
with various sizes (Fig. 2) are used. The system 
architecture for data collection can be seen in Fig. 3. In 
the system, active tags are deployed in the environment. 
The person carries a PDA with the CF-card reader and 
wears a bracelet tag. The PDA transmits the received 
RSSI values from the tags to the notebook PC every 
second through the wireless AP. The collected data are 
then stored and preprocessed in the notebook PC for 
further analysis. We can of course collect the movement 
data in a reverse way, meaning, the person carries a tag 
and readers are deployed in the environment. But the cost 
would be much higher. 

(a)
 (b) 

Fig. 1. RFID Reader with PDA (a) CF-card   RFID 
Reader   (b) PDA with a CF-card slot 

 
 

Fig. 2. Active RFID Tags 
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Fig. 3. System Architecture for Data Collection 

Our aim is to collect the movement data of an elderly 
person alone at home. It will not be appropriate to use the 
same setting with more than one person in the same 
environment. If a person is not alone, such behavior 
analysis might not be necessary. Another important reason 
is that the RFID signal strength can be affected by other 
people who move in the same space. From our tests, even 
when nothing is moving in the environment, the RSSI 
values could be unstable sometimes.  

In Fig. 4, we show the idea of behavior modeling 
through clustering [20]. After the RFID data sequences 
are properly smoothed and sampled as to be discussed in 
Section 4, the preprocessed data sequences are windowed
by a sliding window. Two behavior (movement) models 
will be built. They are models for short-term behavior and 
long-term behavior. The window size is 5 minutes for 
short-term behavior and 5 hours for long-term behavior. 
The short-term model is used to detect anomalies like 
“falling down” (meaning unusually staying in a place for 
a few minutes). On the other hand, the long-term model is 
used to detect anomalies like “staying in the toilet for a 
period longer than usual” and “not opening the 
refrigerator for a few hours.”  

The windowed data sets for short-term modeling and 
long-term modeling are then clustered respectively 
through standard clustering technologies like K-Means. 
As shown in Fig. 4, we can build a hyper-elliptic 
boundary for each cluster. The number of clusters would 
be the number of different kinds of behavior for the 
person. In this example, we have four clusters in the two-

dimensional space. In real cases we can have 10 to15 
clusters in the 10-dimensional space (due to 10 RFID 
tags). The hyper-elliptic boundary can be found using 
singular value decomposition (SVD). The principal axes 
and their respective variance can be calculated and used to 
determine the hyper-elliptic boundary. Once the 
boundaries are determined, we can have a model to detect 
anomalies. In this example, point A is outside the 
boundary of either one of the four clusters. So it is viewed 
as an anomaly. 

RSSI values 
transmitted to PC 
via wireless AP

Bracelet tag and 
PDA with a reader 
to be carried by 
the person

Fig. 4. Clustering for Behavior Modeling 

4. Data Collection and Processing 

The first floor (18.5m × 4.7m) of a house was chosen 
to deploy the tags. Nine of the tags are deployed (Fig. 5). 
The tags were placed at the entrance (#1), at two side 
tables in the living room (#2, #4), on top of the TV (#3) in 
the living room, at the two end of the dining table in the 
dining room (#5, #6), in the toilet (#7), in the refrigerator 
(#8), and near the sink in the kitchen (#9). The 10th tag on 
a bracelet was worn by the person who carries the reader. 
This tag can also measure and transmit body temperature 
of the person. This can ensure that the reader is with the 
person all the time. The following data are transmitted: 
the tag ID number, the RSSI value, the connectivity 
quality (LQI), the battery indicator (DI) and detected 
temperatures (only for Tag #10 that has temperature 
sensors). In our research, only the first two items are used 
to build the behavior models. A set of sample data 
collected and transmitted in one second is shown in Fig. 6. 

Fig. 5. Deployment of Tags in a Testing 
Environment 
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ID:0001000107520133,RSSI:133,LQI:219,DI:255,T1:-,T2:- 
ID:0001000107520125,RSSI:132,LQI:73,DI:255,T1:-,T2:- 
ID:0001000107520124,RSSI:111,LQI:107,DI:255,T1:-,T2:- 
ID:0001000107462018,RSSI:0,LQI:0,DI:0,T1:-,T2:- 
ID:0001000107462016,RSSI:103,LQI:213,DI:255,T1:-,T2:- 
ID:0001000107462011,RSSI:0,LQI:0,DI:0,T1:-,T2:- 
ID:0001000107291249,RSSI:0,LQI:0,DI:0,T1:-,T2:- 
ID:0001000107291246,RSSI:0,LQI:0,DI:0,T1:-,T2:- 
ID:0001000107291241,RSSI:0,LQI:0,DI:0,T1:-,T2:- 
ID:0001000107503013,RSSI:150,LQI:227,DI:255,T1:29.25,T2:29.875 

Fig. 6. Samples of Collected Data 

To do a primary test, we collected the RSSI values for 
half an hour. During the test, the person stayed in the 
couch for 10 minutes, walked to the toilet in one minute, 
stayed in the toilet for 90 seconds, moved to the 
refrigerator in 15 seconds, stayed in front of the 
refrigerator for another 15 seconds, walked to the kitchen 
tag, stayed in front of the kitchen tag for 60 seconds, 
walked back to the couch in one minute, then repeated the 
whole process (Fig. 7). So the total time for this data 
collection was 30 minutes with 1800 data points. (The 
PDA transmits detected data every second.) The person 
moved in the test environment alone with no interference 
from other people. The CF-card reader was held in an 
upright position at all time to ensure that signals from all 
tags could be more accurately detected. 

Fig. 7. Test Moving Route 
 

The collected RSSI data sequences from five of the 10 
tags are shown in Fig. 8. The five tags are Side Table A,
Side Table B, Dining Table B, Toilet, and Bracelet. In Fig. 
8 (a), the tag was not detected (with an RSSI value of zero) 
in the two squared periods because the person was going 
away from the living room. Fig. 8 (b) is similar to Fig. 8 
(a) except that the RSSI values are lower and noisier 
when the person stayed in the living room. The noisy 
signal was caused by the furniture existing between Side 
Table B and the couch. In Fig. 8 (c), the signal was even 
noisier than Fig. 8 (b) when the person was in the couch. 
This is because that there is a division between the living 
room and the dining room. On the other hand, the RSSI 
values of the Dining Table B tag were higher when the 
person moved to the toilet and the kitchen. From Fig. 8 
(d), it is very obvious to know at what time the person 
was in the toilet. In Fig. 8 (e), it shows that the bracelet 
tag was with the person during the test. From these signals, 
we are sure that the collected RSSI values can represent 

the movement of the person. The RSSI values from the 
tags change with the distances between the tags and the 
reader (the person). 

(a)

(b)

(c)

(d)

(e)

Fig. 8. Collected Data from the 30-minute Test 
Movement  
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The RSSI values can be unstable and noisy sometimes. 
This is why we need to preprocess the collected data 
before they are sent to the clustering process. From Fig. 8, 
we see noises in the collected signals. Most importantly, 
the signals dropped to zero sometimes even when the 
person was not moving. Also, furniture and divisions 
between rooms cause interference to the signals. 
Moreover, the reader is directional. Detected signals can 
be different when we point the reader in different 
directions. This is why the person had to keep the reader 
in an upright position to have more accurate data 
collection.

To provide the clustering algorithm a better set of data, 
we need to preprocess the collected data. First, the sudden 
zeros are smoothed out. Secondly, the data are sampled in 
two different ways for our modeling of short-term 
behavior and long-term behavior. In Fig. 9 (a), a sudden 
zero is shown and it can be smoothed out to 121 as in Fig. 
9 (b). We use a voting mechanism to decide if a zero is a 
“sudden” zero. If the majority of the previous two 
samples and the subsequent two samples are not zero, it 
means that the current zero should not be zero. Thus it is 
smoothed out by averaging the RSSI values of the four 
neighbors. In this example, (124+124+118+118)/4=121. 
The smoothed signal of Fig. 8 (a) is shown in Fig. 10. 

                            (a)                               (b) 
 

Fig. 9. RSSI values with a sudden zero (a) before 
smoothing (b) after smoothing 

Fig. 10. Result with sudden zeros smoothed out for 
Side Table A 

To model short-term and long-term behavior, we need 
to sample the data with different sampling intervals. This 
is to reduce the number of data points in a windowed data 
from the time sequences. Abnormal short-term behavior 
could be “falling down.” On the other hand, abnormal 
long-term behavior could be “staying in the toilet for too 
long” or “not opening the refrigerator in five hours.” So 
the short-term behavior modeling is based on windowed 
data of a 5-minute period and long–term behavior 
modeling is based on windowed data of a 5-hour period.  

As mentioned above, data sampling is used to reduce 
the complexity of behavior modeling by clustering. 
However, uniform sampling seems not appropriate here. 
The person can move from one point to another then back 
in a few seconds. We might lose the information of this 
movement if the data are simply sampled by a fixed 
interval. Thus we believe that it is better to retain the 
maximal RSSI value in the sampled interval so that 
movement information can be best preserved. Fig. 11 
shows an example for such a sampling process. The data 
are sampled every five seconds. 7520125 and 7520124 
are the tag numbers. 

Fig. 11. Data Sampling with the Maximum Retained 

5. Discussion and Conclusion 

We have proposed to use the clustering technique to 
build a human behavior model solely based on RFID data. 
Preliminary results show that the RFID data from active 
RFID tags can really grasp human movement in an 
environment. Next, we will develop a real-time system to 
collect data for a longer period of time, say, one week, 
build a model by clustering, and test the model with 
designed abnormal behavior data. If the model 
successfully detects the abnormal behavior, we will then 
seek elderly volunteers to further check the system in their 
daily life.  

Furthermore, in this research, a person’s behavior is 
only represented by his/her movement in the environment. 
We also plan to attach passive tags to objects that are 
normally used in daily life. With these data from passive 
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tags, we will be able to understand a person’s behavior 
more precisely.  
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