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Abstract

This paper presents a digital watermarking technique based on Support Vector Machines

(SVMs). Use the nice characteristic of the SVM, which can result an optimal hyperplane for the given

training samples, the imperceptibility and robustness requirements of watermarks are fulfilled and

optimized. In the proposed scheme, to improve imperceptibility, the watermark is embedded by

asymmetrically tuning blue channels of the central and surrounding pixels at the same time.

Furthermore, to promote robustness, the embedded watermark bits will be re-modified if necessary

according to classifying result of the trained SVM. Our scheme uses only 128 bits in training SVM,

thus it is time efficient. Watermarks are embedded in spatial domain and extracted directly from a

watermarked image without the requirement of original image. Experiments show that the proposed

scheme provides high PSNR of a watermarked images and low extraction error rate.
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1. Introduction

Digital multimedia products, such like text, images,

video, audio, etc., have revolutionized in the way of ex-

tensively manipulated and transmitted in everyday of our

lives. With the help of convenient ways of storing, ma-

nipulating, and accessing these data have brought lots of

benefits into the digital multimedia field. However, unre-

stricted copying and media manipulation cause consider-

able financial loss and become an issue of intellectual

property rights. In order to solve this problem, digital wa-

termarking techniques have become an active research

area. In general, digital watermarking is a practice of em-

bedding a digital signal, called a watermark into a host

media. The embedded watermark can be detected or ex-

tracted later for verifying the ownership.

There are two common approaches of performing

watermarking: one in spatial domain, and the other in

transformed domain. Each technique has its own advan-

tages and disadvantages. In the spatial domain, the wa-

termark is embedded into the host image by directly mo-

difying the pixel value of the host image. The main ad-

vantage of the spatial domain watermarking schemes is

that less computational cost is required. On the other hand,

transformed domain watermarking schemes perform the

domain transformation procedure by using transforma-

tion functions such as Discrete Wavelet Transformation

(DWT), Discrete Cosine Transformation (DCT), Discrete

Fourier Transformation (DFT), etc. Then, the transform-

ed frequency coefficients are modified to embed the wa-

termark bits. Finally, the inverse transformation function

of the specific one used in the forward transformation

procedure is performed. The main advantage of the fre-

quency domain watermarking schemes is that they are

more robust than the spatial domain schemes. However,

they generally consume more computational cost because

additional forward transformation and inverse transfor-

mation must be performed.

In related research, several spatial domain watermar-

king schemes have been proposed. The color quantiza-

tion [1] scheme, proposed by Tsai et al., introduces an

approach for image watermarking by modifying the co-

lor index table. When the pixel mapping procedure for

color quantization is performed, the watermark is em-
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bedded at the same time. But, to enhance the robustness

of the scheme, the distribution of colors in the palette of

host image must be uniform. Wu et al. [2] consider hu-

man visual effects to adaptively adjust the embedding

watermark bits. The number of watermark bits for em-

bedding in this scheme is determined by the visual ef-

fect of the pixel values in the host image. Kutter et al.

[3] propose a method based on amplitude modulation.

In their method, robustness is improved by multiply em-

bedding a watermark and adaptive threshold for extrac-

ting from two reference watermark bits. The idea of am-

plitude modulation is further developed by combining

SVM in [4]. Yu et al. [4] propose an SVM-based color

image watermarking algorithm. The watermark bits and

additional 1024 training bits are embedded in the blue

channels of pixels. For extraction phase, the 1024 em-

bedded training bits are employed as training samples

of the SVM. When the SVM is trained, it is used for ex-

tracting the watermark.

Recently, the image watermarking research has mo-

ved toward embedding the watermark in transformed co-

efficients because of the robustness consideration. In [5],

DWT transformation is first applied to the domain trans-
formation procedure. Then modulate the wavelet coeffi-

cients selected from subbands LL1 and HH1, respecti-

vely. At the same time, the JND value is computed for

each selected coefficient to provide the maximum st-

rength transparent watermark. Ni et al. [6] introduce an-

other transform domain scheme. In this scheme, the fra-

ctal dimension and parameter � are first calculated for

each block. Then feature blocks or non-feature blocks

are determined. Finally, the watermark is embedded into

the medium frequency coefficients of feature blocks in

zigzag scanning order after DCT transformation is per-

formed. There are also researches [7,8] using genetic al-

gorithms (GA) to train the frequencies on the transfor-

med domain to embed the watermark. By this way, the

image quality of the watermarked image usually can be

preserved very well.

The rest of this paper is organized as follows. In

Section 2, the fundamental of support vector machine

will be introduced. In Section 3, a new watermarking

scheme based on SVM technique will be introduced.

The experimental results of the proposed scheme are

shown in Section 4. Finally, the conclusions will be gi-

ven in Section 5.

2. Support Vector Machines (SVMs)

Support vector machine (SVM) is a statistical classi-

fication method proposed by Vapnik in 1995 [9]. Given a

labeled training set:

(1)

where xi stands for input vector i and yi is the desired

category, positive or negative, SVM can generate a sep-

aration hyperplane H that separates the positive and ne-

gative examples. Since SVM has the maximum general-

ization ability to separate data into two classes, thus it is

naturally suitable for detecting a given bit to be zero or

one (watermark bit). If any point x which lies on the

hyperplane must satisfy w � x + b = 0, where w is normal

to the hyperplane and b is the bias. Finally, the optimal

hyperplane H: w0 � x + b0 = 0 can be determined by

(2)

where �i and b0 are Lagrange multipliers and bias that

determined by SVM’s training algorithm. In Eq. (2),

those points xi with �i = 0 can be ignored and those with

�i > 0 are called “support vectors”. After the training of

SVM is completed, H is thus determined, then any data

x will be classified according to the sign of the decision

function. The decision function is defined as:

(3)

where K(xi, x) is the kernel function which maps the

training samples to a higher dimensional feature space

as shown in Figure 1.
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Figure 1. A mapping function from input space to feature
space.



Three kinds of ker nel func tions are com monly ado -
pted in SVM as in di cated in Ta ble 1. In gen eral, the RBF
net work is pre ferred to train the clas si fier, be cause it is
more pow er ful and more ef fi ca cious than Poly no mial and
Two-layer [10].

3.  The Pro posed Scheme

The over view of the pro posed watermarking scheme
is shown in Fig ure 2. The de tails of the scheme will be
de scribed in the fol low ing.

3.1 Em bedding Al go rithm
On be half of train ing SVM, the wa ter mark is ex -

tended and em bed ded into the orig i nal im age. We as su -
me that the wa ter mark W is bi nary and con sists of two
se quences T and S as: W = TS = t0t1t2…tN−1s0s1s2…sM−1.
The first bi nary se quence T = t0t1t2…tN−1 de notes the
train ing in for ma tion of length N which is gen er ated by
pseudo- random num ber gen er a tor (PRNG) with seed1.
In our ex per i men tal, N is equal to 128. The se quence S = 
s0s1s2…sM−1 rep re sents the owner’s dig i tal sig na ture of
length M. It may be a bi nary se quence or a bi nary im age
(logo). The bi nary se quence of wa ter mark is shown in
Fig ure 3.

3.1.1 Training In for ma tion Em bedding
For se cu rity rea son, a pseudo-random num ber gen er -

a tor (PRNG) is used to pro tect the in for ma tion of these
em bed ding po si tions. As sume N po si tions Pi = (xi, yi) on
the host im age are gen er ated by PRNG with seed2, and
the em bed ding al go rithm can be de scribed as fol lows.

For i = 0 to N−1
1.Com pute the lu mi nance LPi

 at po si tion Pi by the fol -
low equa tion:

(4)

R G BP P Pi i i
, ,  rep re sent red, green and blue chan nel

val ues of the pixel at Pi po si tion.
2.The train ing in for ma tion bit ti is em bed ded into the

host im age by mod i fy ing the blue chan nels BPi
 and 

BPi

' , at po si tions Pi and its 4-neighbors Pi
' , ac cord -

ing to the lu mi nance LPi
. The for mula is shown in

(5).

(5)

where α is a pos i tive con stant that de ter mines the wa ter -
mark strength, as in di cated in Fig ure 4.

Ob serve that when po si tion Pi is se lected, its sur -
round ings should not be se lected again. If any of sur -
round ing po si tion is se lected, then the value of BPi

'  will
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Fig ure 2.  The di a gram of em bed ding sys tem.

Table 1. Common Kernel Functions

K(xi, x) = ((xi ⋅ x) + 1)P Polynomial learning
machine

K(xi, x) = exp(−||xi − x||2/2σ2)
Radial-basis function
network

K(xi, x) = tanh(κ(xi ⋅x) + δ) Two-layer perception
Fig ure 3.  A bi nary se quence of a wa ter mark.
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be re-modified that may cause the inaccuracy in the re-

trieval phase. Figure 4 shows Pi (the center one), its 4-

neighbors, and the corresponding surroundings (12 posi-

tions as indicated). After training information T is em-

bedded, an SVM will be trained by the set of training fea-

tures F which is defined in (6).

(6)

where TFi is the training feature obtained from bit ti, and

di represents the class type of ti, 0 or 1. Inspired by [4],

Vi is defined as in (7).

(7)

The feature value � P

k

i
is the difference between the blue

channels of the central pixel and the average from its neigh-

bors. The feature values � P

k

i
are described in Eq. (8	10) with

the corresponding neighbors illustrated in Figures (5	7).

(8)

(9)

(10)

When training procedure for an SVM is completed, an

optimal hyperplane with corresponding �i and b0 can be

determined. Now the trained SVM will be used to em-

bed the owner’s signature.

3.1.2 Owner’s Signature Embedding

The overview of the owner’s signature embedding is

shown in Figure 8. Similarly, M positions are generated

by PRNG with seed3. For each position Pi, the feature

vector Vi is constructed according to Eq. (7). The signa-

ture embedding algorithm can be described as follows.

For i = 0 to M�1

Classify the feature vector Vi by the trained SVM and let

s d Vi i

' ( )� be the retrieved sign from the decision func-

tion in Eq. (3) such that

(11)

Compare the signature bit si with si

' :

� si = si

' : change the blue channel of the pixel at posi-

tion Pi according to (12).

(12)

� s si i

' � : modify the blue channels, BPi
and BPi

' , at po-

sition Pi and its 4-neighbors as in (13).

(13)
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Figure 4. Pi, its 4-neighbors, and the corresponding sur-
roundings.
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Figure 5. Mask for feature 1.

Figure 6. Mask for feature 2.

Figure 7. Mask for feature 3.
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After modification, Vi will be recalculated and classi-

fied again. To strike a balance between robustness and im-

perceptibility, Eq. (13) will be repeated one more time if the

retrieved sign si

' is still not the same with the signature bit si.

3.2 Extraction Algorithm

When the recipient receives the watermarked image,

he must train the SVM first then use this SVM to extract

the signature. The algorithm is described as follows.

3.2.1 SVM Training for Signature Extraction

The recovery of training information and correspon-

ding embedding positions is the first step to train the

SVM. After they are determined by PRNG with the seed1

and seed2, the training feature vectors are evaluated from

watermarked image. Similar to Eq. (6), the training fea-

ture set F� is defined as:

(14)

All training features TFi

' are used to train a new SVM.

When the training procedure is completed, this trained

SVM will be used to extract the owner’s signature S.

3.2.2 Signature Extraction

Likewise, PRNG with seed3 is used to generate M

positions and feature vectorsVN i�
' are calculated from the

watermarked image for i = 0…M	1. The decision func-

tion d VN i( )'

� , define in (3), can be used to determine the

signature bits si

" as in Eq. (11) for i = 0,…, M	1.

4. Experimental Results

These experiments are implemented in an environ-

ment using the Intel Centrino-Mobile 1.4 GHz CPU, 35G

HDD, 640M RAM, and Microsoft Windows XP. In the

following experiments, a set of color images of 512 �
512, “Lena”, “Peppers”, “Baboon”, “Airplane”, and

“House” are used for host images as shown in Figure

9(a-e). The binary image, “Rose” of 64 � 64, is used as

the watermark shown in Figure 9(f). The RBF kernel is

employed with 
 = 0.2 in SVM. We compare the pro-

posed scheme with the schemes by Yu et al. [4] and

kutter et al. [3]. As in Yu’s scheme, 1024 training sam-

ples are used in obtaining the SVM which takes a lot of

computation time in the extraction phase. Therefore, for

the time sake, the training sample size of [4] is reduced to

512 in the experiment. Moreover, unlike our proposed

scheme, the owner’s signals are embedded into the pixels

without re-modification from the classification result of

the SVM, so the embedding time in [4] is recorded as

zero. Similarly, in Kutter’s method [3], there is no train-
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Figure 8. Owner’s signature embedding procedure.
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Figure 9. Host images and watermark image.



ing time consumed in either embedding or extracting phases.

In addition, a watermark is embedded three times in Kut-

ter’s method to enhance the accuracy of the extracted wa-

termark. To compare the performances, experiments are

measured by mean square error (MSE), image quality

(PSNR), embedding and extracting time and error rate. The

MSE and PSNR values between original and watermarked

images are calculated by (15) and (16) respectively.

(15)

(16)

where H and W represent the height and width of the im-

age. In general, if the PSNR value is greater than 35 dB

then the perceptual quality is acceptable. The error rate

of the extracted watermark is defined in (17) with the

length of the watermark to be M, si and si

" to be the ith bit

of the original and extracted watermark.

(17)

Results are summarized in Tables 2 to 6. In images

“Baboon”, “Airplane”, and “House”, the extraction

phase in [4] is not completed due to the long extraction

time. Since there are [5(number of watermark bits) +

128] versus [3(number of watermark bits)] many pixels

are affected in our method and the Kutter’s method re-

spectively, some PSNR values of watermarked images

in [3] are outperformed ours method. We also observe

that the execution time in the proposed method, al-

though it has additional embedding time, is far less than

in the method [4]. Overall, we conclude that reasonable

embedding and extraction time, higher image quality,

lower extraction error rate are achieved in the proposed

method.

In the following experiments, how the choice of 
 in

RBF kernel of the SVM affects the performance of the

watermarking scheme is investigated. There are 2 ranges

for 
 being considered; range1 is 2 to 50 steps by 2 and

range2 is 0.1 to 0.5 steps by 0.05. Experiments of differ-

ent 
 are implemented and values of Error Rate (in Fig-

ure 10), image quality (PSNR, shown in Figure 11) are

observed. In Figure 10, for 
 ranging from 2 to 50, the er-

ror rates do not vary too much except “Peppers”. On the

other hand, when 
 ranging from 0.1 to 0.5 the fluctua-

tions of the error rates are obvious for “F-16”, “Baboon”,

and “House”. In Figure 11, it demonstrates that the cho-

ice of 
 does not have much impact on PSNR values.

Combining the observations above, selecting 
 to be

0.35 or 10 causes the best performance. Since the experi-
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Figure 10. Error rate for experimental images.
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Figure 11. PSNR for experimental images.



ment for different images and different methods is time

consuming, in addition, all experiments mentioned abo-

ve are performed by 
 chosen as 0.2 from the beginning,

as it also gives low error rate and high image quality, thus

we keep the results in this paper. In the future, we will en-

large our experiment and test a larger range for values of


 to have an even better result.

5. Conclusions

In this paper, a new image watermarking scheme

based on Support Vector Machines is proposed. The

SVM, with only additional 128 training bits, is em-

ployed to train an optimal hyperplane to classify the

signature bits. The proposed scheme not only is effi-

cient in computation but also applicable to general im-

ages.

To embed the watermark bits, the proposed scheme

modifies blue channels of the central and surrounding

pixels at same time. By asymmetrically tuning, both the

robustness strength of the watermark and imperceptibil-

ity of the watermarked image can be preserved. To ex-

tract the watermark bits, the recipient only need to have

the seed numbers and the watermarked image. Use

PRNG and seed numbers, one can get the training bits as

well as pixels where training bits and watermark bits are

embedded. From training bits, SVM can be trained and

use this SVM to extract the watermark bits. The value of

parameter 
 in RBF kernel is also studied. A set of tests is

implemented to investigate the relationship between 

and extraction error rate, and image quality. We observe

that different values of 
 will result in different perfor-

mances, and 
 = 0.2 is an appropriate choice in the bal-

ance of extraction error rate and image quality.
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