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Preface I

Preface

The 19th Conference of IASC-ERS, COMPSTAT’2010, is held in Paris,
France, from August 22nd to August 27th 2010, locally organised by the
Conservatoire National des Arts et Métiers (CNAM) and the French Na-
tional Institute for Research in Computer Science and Control (INRIA).
COMPSTAT is an initiative of the European Regional Section of the
International Association for Statistical Computing (IASC-ERS), a section
of the International Statistical Institute (ISI).

Keynote lectures are addressed by Luc Devroye (School of Computer Sci-
ence, McGill University, Montreal), Lutz Edler (Division of Biostatistics,
German Cancer Research Center, Heidelberg) and David Hand (Statistics
section, Imperial College, London). Each COMPSTAT meeting is organised
with a number of topics highlighted, which lead to Invited Sessions. The Con-
ference program includes also contributed sessions and short communications
(both oral communications and posters).

The Conference Scientific Program Committee chaired by Gilbert Saporta,
CNAM, includes:

Ana Maria Aguilera, Universidad Granada
Avner Bar-Hen, Université René Descartes, Paris
Maria Paula Brito, University of Porto
Christophe Croux, Katholieke Universiteit Leuven
Michel Denuit, Université Catholique de Louvain
Gejza Dohnal, Technical University, Prag
Patrick J. F. Groenen, Erasmus University, Rotterdam
Georges Hébrail, TELECOM ParisTech, Paris
Henk Kiers, University of Groningen
Erricos Kontoghiorghes, University of Cyprus
Martina Mittlböck, Medical University of Vienna
Christian P. Robert, Université Paris-Dauphine, Paris
Maurizio Vichi, Universita La Sapienza, Roma
Peter Winker, Universität Giessen
Moon Yul Huh, SungKyunKwan University, Seoul, Korea
Djamel Zighed, Université Lumière, Lyon

who were responsible for the Conference Scientific Program, and whom the
organisers wish to thank for their invaluable cooperation and permanent
avaibility.



This book contains the abstracts corresponding to all the presentations at
the conference.

The organisers would like to express their gratitude to all people from CNAM
and INRIA who contributed to the success of COMPSTAT’2010, and worked
actively for its organisation. We are very grateful to all our sponsors, for
their generous support. Finally, we thank all authors and participants, with-
out whom the conference would not have been possible.

The organisers of COMPSTAT’2010 wish the best success to Erricos Kon-
toghiorghes, Chairman of the 20th edition of COMPSTAT, which will be held
in Cyprus in Summer 2012. See you there!

Paris, August 2010
The Local Committee Organisers

Gilbert Saporta
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Stéphanie Aubin
Gérard Biau
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Marc Christine
Laurence de Crémiers
Séverine Demeyer
Thierry Despeyroux
Christian Derquenne
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Ali Gannoun
Jean-Pierre Gauchi
Chantal Girodon
Pierre-Louis Gonzalez
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Ludovic Lebart
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Julie Séguéla



Acknowledgements III

Acknowledgements

The Editors are extremely grateful to the reviewers, whose work was determi-
nant for the scientific quality of these proceeding. They were, in alphatbetical
order:

Hervé Abdi
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Programme VII

Programme

With the help of the Scientific Programme Committee and many reviewers,
we have prepared a scientific programme which we hope very attractive, as
well as the social programme.

Besides the 3 keynote lectures and the 39 invited communications, we re-
ceived about 450 submissions. After the reviewing process we retained 127
’long papers’, 92 ’short papers’ and 144 posters.

The authors come from 52 countries.

country authors country authors country authors
Spain 115 Brazil 11 Luxembourg 2
France 94 Iran 10 Mexico 2
Japan 83 Hong Kong 8 Morocco 2
Italy 76 Korea Republic 8 Norway 2
Germany 52 China 5 Romania 2
United States 51 New Zealand 5 Slovenia 2
Belgium 39 Russian Federation 4 Bahrain 1
Czech Republic 38 Slovakia 4 Bangladesh 1
Turkey 30 Estonia 3 Colombia 1
United Kingdom 24 Finland 3 Georgia 1
Portugal 19 India 3 Greece 1
Austria 18 Netherlands 3 Hungary 1
Australia 16 Singapore 3 Indonesia 1
Taiwan 16 Sweden 3 Malaysia 1
Poland 15 Algeria 2 Niger 1
Switzerland 14 Argentina 2 Senegal 1
Canada 12 Bulgaria 2
Tunisia 12 Lithuania 2



Scientific Programme by Day

This book contains the abstracts corresponding to all the presentations at
the conference. It is organized by day, according to the type of session: 3
keynote sessions, 14 invited sessions, 23 contributed sessions, 8 sessions of
short papers and 2 posters sessions.

Monday, August 23
Time Session Title Pages

9h30-10h30 KN1 David Hand 3
11h00-12h30 IP1 Algorithms for Robust Statistics 4-6

IP2 Functional Data Analysis 7-9
14h00-16h00 CP1 Algorithm for Robust Statistics & Robustness 10-15

CP2 Categorical Data Analysis 16-21
CP3 Computational Bayesian Methods 22-27
CP4 Multivariate Data Analysis 1 28-33
CP5 Time Series Analysis & Signal Processing 1 34-38
SP1 Biostatistics 39-50

16h30-18h30 CP6 Biostatistics & Bio-Computing 1 51-58
CP7 Clustering & Classification 1 59-65
CP8 Functional Data 66-72
CP9 Multivariate Data Analysis 2 73-78
CP10 Time Series Analysis & Signal Processing 2 79-85
SP2 Nonparametric Statistics 86-96

Tuesday, August 24
Time Session Title Pages

9h00-10h30 IP3 Brain Imaging 99-101
IP4 Computer-Intensive Actuarial Methods 102-104

11h00-12h30 CP11 Biostatistics & Bio-Computing 2 105-109
CP12 Clustering & Classification 2 110-114
CP13 Nonparametric Statistics & Smoothing 115-119
CP14 Optimization Heuristics 120-123
SP3 Econometrics & Finance 124-133
SP4 Multivariate Analysis 1 & Spatial Statistics 134-145

14h00-16h00 CP15 Multivariate Data Analysis 3 146-150
14h00-15h00 CP16 Data Visualization 151-153
15h00-16h00 CP17 Sampling Methods 154-156
14h00-16h00 CP18 Spatial Statistics 157-160

CP19 Time Series Analysis & Signal Processing 3 161-166
SP5 Classification 167-178
SP6 Data Analysis 179-190

16h30-18h30 PS1 poster session 1 191-260



Wednesday , august 25

Time Session Title Pages
9h00-10h30 IP5 Computational Econometrics 263-265

IP6 Optimization Heuristics in Statistical Modelling 266-268
11h30- 12h30 KN2 Luc Devroye 269
14h00-15h30 IP7 Data Stream Mining 270-271

IP8 ARS Session (Financial) Time Series 272-274

Thursday, August 26

Time Session Title Pages
9h00-10h30 IP9 Spatial Statistics / Spatial Epidemiology 277-279

IP10 KDD Session: Topological Learning 280-281
11h00-12h30 PS2 poster session 2 282-356
14h00-15h30 IP11 ABC Methods for Genetic Data 357-359

IP12 IFCS Session 360-362
16h30-18h30 CP20 Computational Econometrics & Finance 363-368

CP21 Machine Learning 369-374
CP22 Numerical Methods 375-380
CP23 Symbolic Data Analysis 381-386
SP7 Multivariate Analysis 2 387-397
SP8 Time Series & Numerical Methods 398-409

Friday, August 27

Time Session Title Pages
9h00-10h30 IP13 Kernel Methods 413-414

IP14 Monte Carlo Methods 415-417
11h00-12h00 KN3 Lutz Edler 418
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Séverine Demeyer, Nicolas Fischer, Gilbert Saporta

CP4: Multivariate Data Analysis 1

Nonlinear Regression Model of Copper Bromide Laser Gen-
eration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

Snezhana Georgieva Gocheva-Ilieva, Iliycho Petkov Iliev

On multiple-case diagnostics in linear subspace method . . . . . . . 29
Kuniyoshi Hayashi, Hiroyuki Minami, Masahiro Mizuta

“Made in Italy” Firms Competitiveness: A Multilevel Longi-
tudinal Model on Export Performance . . . . . . . . . . . . . . . . . . . . . . . . 30

Matilde Bini, Margherita Velucchi

A Fast Parsimonious Maximum Likelihood Approach for Pre-
dicting Outcome Variables from a Large Number of Predictors 31

Jay Magidson

Multidimensional Exploratory Analysis of a Structural Model
Using a Class of Generalized Covariance Criteria . . . . . . . . . . . . . 32

Xavier Bry, Thomas Verron, Patrick Redont

Boosting a Generalised Poisson Hurdle Model . . . . . . . . . . . . . . . . 33
Vera Hofer

CP5: Time Series Analysis & Signal Processing 1

Quasi-Maximum Likelihood Estimators for Threshold ARMA
Models: Theoretical Results and Computational Issues . . . . . . . 34

Marcella Niglio, Cosimo Damiano Vitale



Continuous Wavelet Transform and and the Annual Cycle in
Temperature and the Number of Deaths . . . . . . . . . . . . . . . . . . . . . . 35

Milan Bašta, Josef Arlt, Markéta Arltová, Karel Helman,
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Comparing Two Approaches to Testing Linearity against Markov-
switching Type Non-linearity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
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Meelis Käärik, Ene Käärik
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Schiffler

Adaptive mixture discriminant analysis for supervised learn-
ing with unobserved classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 374

Charles Bouveyron

CP22: Numerical Methods

Improvement of acceleration of the ALS algorithm using the
vector ε algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 375

Masahiro Kuroda, Yuchi Mori, Masaya Iizuka, Michio Sakakihara

Numerical methods for some classes of matrices with applica-
tions to Statistics and Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 376

J. M. Peña



Fisher Scoring for Some Univariate Discrete Distributions . . . . 377
Thomas W. Yee

Numerical Error Analysis for Statistical Software on Multi-
Core Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 378

Wenbin Li, Sven Simon

Computational Statistics: the Symbolic Approach . . . . . . . . . . . . 379
Colin Rose

Quantile Regression for Group Effect Analysis . . . . . . . . . . . . . . . . 380
Cristina Davino, Domenico Vistocco

CP23: Symbolic Data Analysis

Ordinary Least Squares for Histogram Data Based on Wasser-
stein Distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 381

Rosanna Verde, Antonio Irpino

A Clusterwise Center and Range Regression Model for Interval-
Valued Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 382

Francisco de A. T. de Carvalho, Gilbert Saporta, Danilo N.
Queiroz

A Decision Tree for Symbolic Data . . . . . . . . . . . . . . . . . . . . . . . . . . 383
Djamal Seck, Lynne Billard, Edwin Diday, Filipe Afonso

Data Management in Symbolic Data Analysis . . . . . . . . . . . . . . . . 384
Teh Amouh, Monique Noirhomme-Fraiture, Benoit Macq

Non-Hierarchical Clustering for Distribution-Valued Data . . . . 385
Yoshikazu Terada, Hiroshi Yadohisa

Symbolic Data Analysis of Complex Data: Application to nu-
clear power plant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386

Filipe Afonso, Edwin Diday, Norbert Badez, Yves Genest

SP7: Multivariate Analysis 2

Interactive graphics interfacing statistical modelling and data
exploration

Adalbert Wilhelm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387

Contextual factors of the external effectiveness of the Italian
university: a multilevel analysis

Matilde Bini, Leonardo Grilli, and Carla Rampichini . . . . . . . . . . . . 388



Multivariate Value at Risk Based on Extremality Notion
Henry Laniado, Rosa E. Lillo and Juan Romo . . . . . . . . . . . . . . . . . . 389

Modifications of BIC: Asymptotic optimality properties under
sparsity and applications in genome wide association studies . . 390

Florian Frommlet, Piotr Twaróg, Ma lgorzata Bogdan

A New Post-processing Method to Deal with the Rotational
Indeterminacy Problem in MCMC Estimation . . . . . . . . . . . . . . . . 391

Kensuke Okada, Shin-ichi Mayekawa

A constrained condition-number LS algorithm with its appli-
cations to reverse component analysis and generalized oblique
Procrustes rotation

Kohei Adachi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 392

Matrix Visualization for MANOVA Modeling
Yin-Jing Tien, Han-Ming Wu and Chun-Houh Chen . . . . . . . . . . . . . 393

Orthogonal grey simultaneous component analysis to distin-
guish common and distinctive information in coupled data

Martijn Schouteden, Katrijn Van Deun and Iven Van Mechelen . . . 394

Clusterwise SCA-P for the analysis of structural differences
in multivariate multiblock data

Kim De Roover, Eva Ceulemans, Marieke E. Timmerman and
Patrick Onghena . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 395

A numerical convex hull based procedure for selecting among
multilevel component solutions

Eva Ceulemans, Marieke E. Timmerman, and Henk A.L. Kiers . . . 396

Treatment Interaction Trees (TINT): A tool to identify dis-
ordinal treatment-subgroup interactions

Elise Dusseldorp and Iven Van Mechelen . . . . . . . . . . . . . . . . . . . . . . . 397

SP8: Time Series & Numerical Methods

Risk reduction using Wavelets-PCR models: Application to
market data

Nabiha Haouas, Saloua Benammou, and Zied Kacem . . . . . . . . . . . . 398

Cepstral-based Fuzzy Clustering of Time Series
Elizabeth Ann Maharaj and Pierpaolo D’Urso . . . . . . . . . . . . . . . . . . . 399



On two SSA-based methods for imputation of missing time-
series data

Marina Zhukova and Nina Golyandina . . . . . . . . . . . . . . . . . . . . . . . . . 400

Data-driven window width adaption for robust online moving
window regression

Matthias Borowski . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 401

Robust forecasting of non-stationary time series
Koen Mahieu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 402

Spline approximation of a random process with singularity . . . 403
Konrad Abramowicz, Oleg Seleznjev

Monitoring time between events in an exponentially distrib-
uted process by using Optimal Pre-control

Vicent Giner-Bosch and Susana San Matias . . . . . . . . . . . . . . . . . . . . 404

Calibration of hitting probabilities via adaptive multilevel split-
ting

Ioannis Phinikettos and Axel Gandy . . . . . . . . . . . . . . . . . . . . . . . . . . . 405

On Calculation of Blaker’s Binomial Confidence Limits . . . . . . . 406
Jan Klaschka

Asymptotics and Bootstrapping in Errors-in-variables Model
with Dependent Errors

Michal Peta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407

A Power Comparison for Testing Normality
Shigekazu Nakagawa, Hiroki Hashiguchi and Naoto Niki . . . . . . . . . . 408

Genetics and/of basket options
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The Laws of Coincidence

David J. Hand

Imperial College London
and
Winton Capital Management
d.j.hand@imperial.ac.uk

Abstract. Anomalous events often lie at the roots of discoveries in science and of
actions in other domains. Familiar examples are the discovery of pulsars, the identi-
fication of the initial signs of an epidemic, and the detection of faults and fraud. In
general, they are events which are seen as so unexpected or improbable that one is
led to suspect there must be some underlying cause. However, to determine whether
such events are genuinely improbable, one needs to evaluate their probability under
normal conditions. It is all too easy to underestimate such probabilities. Using the
device of a number of ‘laws’, this paper describes how apparent coincidences should
be expected to happen by chance alone.

Keywords: anomalies, coincidences, hidden forces



4 IP1: Algorithms for Robust Statistics

Robust Model Selection with LARS Based on
S-estimators

Claudio Agostinelli1 and Matias Salibian-Barrera2

1 Dipartimento di Statistica
Ca’ Foscari University
Venice, Italy claudio@unive.it

2 Department of Statistics
The University of British Columbia
Vancouver, BC, Canada matias@stat.ubc.ca

Abstract. We consider the problem of selecting a parsimonious subset of explana-
tory variables from a potentially large collection of covariates. We are concerned
with the case when data quality may be unreliable (e.g. there might be outliers
among the observations). When the number of available covariates is moderately
large, fitting all possible subsets is not a feasible option. Sequential methods like
forward or backward selection are generally “greedy” and may fail to include im-
portant predictors when these are correlated. To avoid this problem Efron et al.
(2004) proposed the Least Angle Regression algorithm to produce an ordered list
of the available covariates (sequencing) according to their relevance. We introduce
outlier robust versions of the LARS algorithm based on S-estimators for regression
(Rousseeuw and Yohai (1984)). This algorithm is computationally efficient and suit-
able even when the number of variables exceeds the sample size. Simulation studies
show that it is also robust to the presence of outliers in the data and compares
favourably to previous proposals in the literature.

Keywords: robustness, model selection, LARS, S-estimators, robust regres-
sion
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Robust Methods for Compositional Data

Peter Filzmoser1 and Karel Hron2

1 Vienna University of Technology
Wiedner Hauptstraße 8-10, A-1040 Vienna, Austria, P.Filzmoser@tuwien.ac.at

2 Palacký University, Faculty of Science
tř. 17. listopadu 12, CZ-77146 Czech Republic, hronk@seznam.cz

Abstract. Many practical data sets in environmental sciences, official statistics
and various other disciplines are in fact compositional data because only the ratios
between the variables are informative. Compositional data are represented in the
Aitchison geometry on the simplex, and for applying statistical methods designed
for the Euclidean geometry they need to be transformed first. The isometric logratio
(ilr) transformation has the best geometrical properties, and it avoids the singu-
larity problem introduced by the centered logratio (clr) transformation. Robust
multivariate methods which are based on a robust covariance estimation can thus
only be used with ilr transformed data. However, usually the results are difficult to
interpret because the ilr coordinates are formed by non-linear combinations of the
original variables. We show for different multivariate methods how robustness can
be managed for compositional data, and provide algorithms for the computation.

Keywords: Aitchison geometry, logratio transformations, robustness, affine
equivariance, multivariate statistical methods
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Detecting Multivariate Outliers Using
Projection Pursuit with Particle Swarm

Optimization

Anne Ruiz-Gazen1, Souad Larabi Marie-Sainte2, and Alain Berro2

1 Toulouse School of Economics (Gremaq et IMT),
21, allée de Brienne, 31000 Toulouse, France
ruiz@cict.fr

2 IRIT, 21, allée de Brienne, 31000 Toulouse, France
larabi@irit.fr, berro@irit.fr

Abstract. Detecting outliers in the context of multivariate data is known as an
important but difficult task and there already exist several detection methods.
Most of the proposed methods are based either on the Mahalanobis distance of
the observations to the center of the distribution or on a projection pursuit (PP)
approach. In the present paper we focus on the one-dimensional PP approach which
may be of particular interest when the data are not elliptically symmetric. We give
a survey of the statistical literature on PP for multivariate outliers detection and
investigate the pros and cons of the different methods. We also propose the use
of a recent heuristic optimization algorithm called Tribes for multivariate outliers
detection in the projection pursuit context.

Keywords: heuristic algorithms, multivariate outliers detection, particle
swarm optimization, projection pursuit, Tribes algorithm
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Empirical Dynamics and Functional Data
Analysis

Hans-Georg Müller

Department of Statistics, University of California, Davis
One Shields Avenue, Davis, CA 95616, U.S.A. mueller@wald.ucdavis.edu

Abstract. We review some recent developments on modeling and estimation of dy-
namic phenomena within the framework of Functional Data Analysis (FDA). The
focus is on longitudinal data which correspond to sparsely and irregularly sampled
repeated measurements that are contaminated with noise and are available for a
sample of subjects. A main modeling assumption is that the data are generated by
underlying but unobservable smooth trajectories that are realizations of a Gaussian
process. In this setting, with only a few measurements available per subject, classi-
cal methods of Functional Data Analysis that are based on presmoothing individual
trajectories will not work. We review the estimation of derivatives for sparse data,
the PACE package to implement these procedures, and an empirically derived sto-
chastic differential equation that the processes satisfy and that consists of a linear
deterministic component and a drift process.

Keywords: dynamics, Gaussian process, drift term
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Bootstrap Calibration in Functional Linear
Regression Models with Applications

Wenceslao González-Manteiga1 and Adela Mart́ınez-Calvo2

1 Departamento de Estad́ıstica e I.O., Universidad de Santiago de Compostela,
Facultad de Matemáticas, Campus Sur, 15782, Santiago de Compostela, Spain
wenceslao.gonzalez@usc.es

2 Departamento de Estad́ıstica e I.O., Universidad de Santiago de Compostela,
Facultad de Matemáticas, Campus Sur, 15782, Santiago de Compostela, Spain
adela.martinez@usc.es

Abstract. Our work focuses on the functional linear model given by Y = 〈θ, X〉+ε,
where Y and ε are real random variables, X is a zero-mean random variable valued
in a Hilbert space (H, 〈·, ·〉), and θ ∈ H is the fixed model parameter. Using an
initial sample {(Xi, Yi)}n

i=1, a bootstrap resampling Y ∗
i = 〈θ̂, Xi〉+ ε̂∗i , i = 1, . . . , n,

is proposed, where θ̂ is a general pilot estimator, and ε̂∗i is a naive or wild bootstrap
error. The obtained consistency of bootstrap allows us to calibrate distributions as
PX{

√
n(〈θ̂, x〉−〈θ, x〉) ≤ y} for a fixed x, where PX is the probability conditionally

on {Xi}n
i=1. Different applications illustrate the usefulness of bootstrap for testing

different hypotheses related with θ, and a brief simulation study is also presented.

Keywords: bootstrap, functional linear regression, functional principal com-
ponents analysis, hypothesis test



CP1: Algorithm for Robust Statistics & Robustness 9

Anticipated and Adaptive Prediction in
Functional Discriminant Analysis

Cristian Preda1, Gilbert Saporta2, and Mohamed Hadj Mbarek3

1 Ecole Polytehnique Universitaire de Lille& Laboratoire Painlevé, UMR 8524
Université des Sciences et Technologies de Lille, France,
cristian.preda@polytech-lille.fr

2 Chaire de statistique appliquée & CEDRIC, CNAM
292 rue Saint Martin, Paris, France, gilbert.saporta@cnam.fr

3 Institut Suprieur de Gestion de Sousse, Tunisie, benmbarekmhedi@yahoo.fr

Abstract. Linear discriminant analysis with binary response is considered when
the predictor is a functional random variable X = {Xt, t ∈ [0, T ]}, T ∈ R. Motivated
by a food industry problem, we develop a methodology to anticipate the prediction
by determining the smallest T ∗, T ∗ ≤ T , such that X∗ = {Xt, t ∈ [0, T ∗]} and
X give similar predictions. The adaptive prediction concerns the observation of a
new curve ω on [0, T ∗(ω)] instead of [0, T ] and answers to the question ”How long
should we observe ω (T ∗(ω) =?) for having the same prediction as on [0, T ] ?”. We
answer to this question by defining a conservation measure with respect to the class
the new curve is predicted.

Keywords: functional data, discriminant analysis, classification, adaptive
prediction
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Robust Principal Component Analysis Based
on Pairwise Correlation Estimators

Stefan Van Aelst1, Ellen Vandervieren2, and Gert Willems1

1 Dept. of Applied Mathematics and Computer Science, Ghent University,
Krijgslaan 281 S9, B-9000 Ghent, Belgium. stefan.vanaelst@ugent.be ;
gertllwillems@gmail.com

2 Dept. of Mathematics and Computer Science, University of Antwerp,
Middelheimlaan 1, B-2020 Antwerp, Belgium. ellen.vandervieren@ua.ac.be

Abstract. Principal component analysis (PCA) tries to explain and simplify the
structure of multivariate data. For standardized variables, these principal compo-
nents correspond to the eigenvectors of the correlation matrix. Unfortunately, the
classical correlations are very sensitive to aberrant observations. Therefore, robust
methods for PCA have been developed (see e.g. Hubert et al. (2005)).

To study robustness properties at high dimensional data, Alqallaf et al. (2009)
proposed a contamination model, which assumes that each variable is contaminated
independently. Hence, each variable is assumed to have a majority of outlier-free
values, but there is not necessarily a majority of outlier-free observations.

To obtain a robust PCA that resists better independent contamination, we es-
timate the correlation matrix componentwise by using robust pairwise correlation
estimates. We show that this approach does not need a majority of outlier-free
observations which becomes very useful for high dimensional problems. We further
demonstrate that the “bivariate trimming” method (see Khan et al. (2007)) espe-
cially works well in this setting. Finally, we show how the PCA approach based
on pairwise correlation estimators can be used to do a fast and robust principal
component regression.

Keywords: principal component analysis, robustness, high dimensional data,
trimming, principal component regression.
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Abstract. The minimum covariance determinant (MCD) method is a robust esti-
mator of multivariate location and scatter (Rousseeuw (1984)). The MCD is highly
resistant to outliers. It is often applied by itself and as a building block for other
robust multivariate methods. Computing the exact MCD is very hard, so in prac-
tice one resorts to approximate algorithms. Most often the FASTMCD algorithm
of Rousseeuw and Van Driessen (1999) is used. This algorithm starts by drawing
many random subsets, followed by so-called concentration steps. The FASTMCD
algorithm is affine equivariant but not permutation invariant. Recently we have
developed a deterministic algorithm, denoted as DetMCD, which does not use ran-
dom subsets and which is much faster. It is permutation invariant and very close
to affine equivariant. In this paper DetMCD is illustrated in a regression frame-
work. We focus on robust principal component regression and partial least squares
regression, two very popular regression techniques for collinear data. We also ap-
ply DetMCD on data with missing elements after plugging it into the ER-PCR
technique of Serneels and Verdonck (2009).
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Abstract. The normal distribution has a central place in the analysis of multi-
variate data. It is also important in the development of robust high-breakdown
methodologies, since it is often assumed to describe the genesis of the “good” part
of the data (Hubert et al. (2008)). In this paper we describe a simple and effec-
tive way to assess multivariate normality which can be used when the data contain
outliers. Our proposal is based on accurate distributional results for the squared
robust Mahalanobis distances computed from the reweighted Minimum Covariance
Determinant estimator (Cerioli (2010)). It and can be seen as a robust version of the
classical diagnostic methods usually applied to detect departures from multivariate
normality (Gnanadesikan (1997), Small (1978)).
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Abstract. In multivariate statistics many robust covariance estimators have been
proposed in the literature. If the data contains outlying observations, such estima-
tors detect the outliers and retreive the covariance structure of the regular data.
If an outlier is detected, it is quite natural to wonder which variables contribute
the most to this outlyingness, especially if the dimension of the data is rather
high. A straightforward idea is to check the coefficients of the univariate direction
for which the standardized distance between the projected outlier and a projected
multivariate location estimate is maximal. However, this strategy comes with a few
drawbacks. The coefficients for instance highly depend on the covariance structure
of the non outlying observations. Moreover in high dimensions one obtains very
unreliable results due to the curse of dimensionality.

A possible solution is to rewrite the direction of maximal outlyingness as the
normed solution of a classical least squares regression problem. We propose to add
a L1 penalty term in this expression, thus replacing the classical least squares re-
gression by the LASSO. This yields a path of regularized directions of maximal
outlyingness. Based on such a path, an algorithm is proposed to select a subset of
variables that are most relevant to the outlyingness of the outlier under considera-
tion.

Keywords: Robust statistics, outlyingness, variable selection, LASSO
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Abstract. We consider two measures of right/left/overall kurtosis which arise from
a recent interpretation of kurtosis as inequality at either side of the median (Zenga
(2006), Fiori (2008)). Based on Zenga’s kurtosis curve, the measures apply to both
symmetric and asymmetric distributions, their interpretation is clear and they pre-
sume the existence of either first or second moments. Focusing here on the sym-
metric case, we derive the symmetric influence functions (Ruppert (1987), Fiori
and Zenga (2005)) of these measures and evaluate their sensitivity to contamina-
tion in the tails and at the center. Sampling properties of the proposed measures
are investigated by a simulation-based approach and bootstrap confidence intervals
are constructed for small and medium sample sizes. Compared to the standardized
fourth moment coefficient (conventional kurtosis), the two measures are shown to
provide both a more reliable and a more sophisticated picture of the kurtosis risk
embedded in a dataset.

Keywords: right kurtosis, left kurtosis, inequality, influence function, boot-
strap
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Abstract. Composite likelihood functions are convenient surrogates for the ordi-
nary likelihood, when the latter is too difficult or even impractical to compute,
and they may be more robust to model misspecification (see e.g. Cox and Reid
(2004) and Varin (2008)). One drawback of composite likelihood methods is that
the composite likelihood analogue of the likelihood ratio statistic does not have the
standard χ2 asymptotic distribution.

Invoking the theory of unbiased estimating equations, in this paper we ropose
and discuss the computation of the empirical likelihood function (Owen, 2001) from
the unbiased composite scores. Two Monte Carlo studies are performed in order to
assess the finite-sample performance of the proposed empirical composite likelihood
procedures.

Keywords: Empirical likelihood, Estimating function, Likelihood methods,
Pairwise likelihood, Pseudo-likelihood
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Abstract. Ranking data has applications in different fields of studies, like market-
ing, psychology and politics. Over the years, many models for ranking data have
been developed. Among them, distance-based ranking models, which originate from
the classical rank correlations, postulate that the probability of observing a rank-
ing of items depends on the distance between the observed ranking and a modal
ranking. The closer to the modal ranking, the higher the ranking probability is.
However, such a model basically assumes a homogeneous population, and the sin-
gle dispersion parameter may not be able to describe the data very well.

To overcome the limitations, we consider new weighted distance measures which
allow different weights for different ranks in formulating more flexible distance-
based models. The mixtures of weighted distance-based models are also studied
for analyzing heterogeneous data. Simulations results will be included, and we will
apply the proposed methodology to analyze a real world ranking dataset.

Keywords: ranking data, distance-based model, mixture model
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Abstract. Cluster analysis is a common technique for statistical data analysis
used in many fields, including machine learning, data mining, pattern recognition,
image analysis and bioinformatics. The heart of the method is assignment of a set
of objects into subsets so that objects in the same cluster are similar in some sense.
For measuring the similarity of objects, these are characterized by variables (fea-
tures), most often quantitative. However, special techniques for the case of mixed
type variables (nominal and quantitative) have been proposed. Logically, also many
coefficients for evaluation of clustering and determination of cluster numbers have
been proposed. However, these coefficients are proposed mainly for objects charac-
terized by quantitative variables (Gordon, 1999; Gan et al., 2007; Kogan, 2007). We
extend the principles of clustering evaluation and determination of cluster numbers
for the case of objects with quantitative variables to the objects with mixed types
variables. A combination of variance (for quantitative variables) and entropy or
Gini’s coefficient of mutability (for nominal variables) is applied. We propose the
measure of within-cluster variability based on Gini’s coefficient, within-cluster vari-
ability difference, uncertainty index, tau index, and semi-partial versions of these
indices, modified pseudo F indices (based both on entropy and on Gini’s coefficient)
and analogy of BIC criterion based on Gini’s coefficient. Two-step cluster analysis
is applied to questionnaire survey data several times, with numbers of clusters as
a parameter. Proposed coefficients are used for optimal assignment of respondents
to clusters. The results of clustering of respondents characterized by different sets
of variables are compared.

Keywords: cluster analysis, entropy, Gini’s coefficient of mutability, cluster
number determination, Schwarz’s Bayesian information criterion
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Abstract. We address the problem of describing several categorical variables with
a prediction purpose. We focus on methods in the multiblock modelling framework,
each block being formed of the indicator matrix associated with each qualitative
variable. We propose a categorical extension of an alternative method (Bougeard et
al., 2008) to multiblock PLS (Wold, 1984) and shall refer to it as categorical multi-
block Redundancy Analysis. The main idea is that each indicator matrix is summed
up with a latent variable which represents the coding of the categorical variable. In
addition, the structural model which specifies the relations among latent variables
is based on a well-identified global optimization criterion which leads to an eigen-
solution. Practical uses of the proposed method are illustrated using an empirical
example in the field of veterinary epidemiology. The aim is to study of the relation-
ships between antibiotic consumption on farms and antibiotic resistance in healthy
slaughtered poultry. The variable of interest is the Nalidixic Acid resistance, studied
in the light of 14 potential explanatory variables, related to the chicken production
type, the previous antimicrobial treatments and the co-resistances observed. Risk
factors are given. Moreover, the method is compared to logistic regression, Disqual
(Saporta, & Niang, 2006) and a categorical extension of multiblock PLS.

Keywords: Supervised classification, discriminant analysis, multiblock re-
dundancy analysis, multiblock PLS, categorical variables
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1 Institute of Higher Nervous Activity and Neurophysiology of the Russian
Academy of Sciences, Butlerova 5a, Moscow, Russia aafrolov@mail.ru

2 Scientific-Research Institute for System Studies of the Russian Academy of
Science, Nakhim. prosp. 36/1, 117 218 Moscow, Russia pavel.mipt@mail.ru
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Abstract. To evaluate the performance of Boolean factor analysis (BFA) we sug-
gest, first, a general BFA generative model and, second, a general informational
measure of BFA efficiency.

If hidden factor structure of the data set is unknown its entropy is evaluated
as H0 = M

PN
j h(pj), where M is the number of pattern in the data set, N is

pattern dimensionality, pj is the probability of j-th component to take One, and h
is Shannon function. If hidden factor structure of the data set is detected by BFA
its entropy is evaluated as H = M

PL
i=1 h(πi) +

PM
m=1

PN
j=1 h(P m

j ), where πi is
the probability of i-th score to take One, L is the total number of factors and P m

j

is the probability of j-th signal component in m-th pattern of the data set to take
One when scores are given. The relative information gain G = (H0 − H)/H0 is
suggested to be a general measure of BFA efficiency.

Compared are efficiencies of two BFA methods. First, based on the expectation-
maximization (EM ) technique (Dempster et al., 1977): called Maximal Causes
Analysis (MCA3) and proposed by Lücke and Sahani (2008). Second, Expectation-
Maximization Boolean Factor Analysis (EMBFA) we developed as the direct ap-
plication of EM to the suggested general BFA generative model. Comparison is
based on the so-called bars problem benchmark (Földiak, 1990). It is shown that
the efficiency of EMBFA is higher than that of MCA3 in BFA generative model
parameters entirety.

Keywords: Boolean factor analysis, generative model, information gain, ef-
ficiency measure
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Abstract. Convergence of rectangular arrays with nonnegative, bounded entries
is defined together with the limit object and cut distance. A statistic defined on a
contingency table is testable if it can be consistently estimated based on a smaller,
but still sufficiently large table which is selected randomly from the original one in
an appropriate manner. By the above randomization, classical multivariate methods
can be carried out on a smaller part of the array. This fact becomes important when
our task is to discover the structure of large and evolving arrays, like genetic maps,
social, and communication networks. Special block structures behind large tables
are also discussed from the point of view of stability and spectra.

Keywords: convergence of contingency tables, testable contingency table pa-
rameters, block matrices, spectrum and stability
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Abstract. When using the BIC criterion to select one model among several mod-
els, only the continuous parameters are taken into account in the penalization.
However, when considering models with discrete parameters to be estimated, this
criterion can lead to select too simple models, not taking into account the possible
over-fitting caused by the estimation of the discrete parameters. Ideally we would
like to integrate the likelihood on every possible value of the discrete parameter. In
this article we study how this integral can be approximated from a practical and
theoretical point of view in the particular case of the parsimonious multinomial
distribution.

Keywords: model selection, discrete parameters, parsimonious models, Bayesian
Integration Criterion
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Abstract. The widespread use of the Mixed Multinomial Logit model, in the con-
text of discrete choice data, has made the issue of choosing a mixing distribution
very important. The choice of a specific distribution may seriously bias results if
that distribution is not suitable for the data. We propose a flexible hierarchical
Bayesian approach in which the mixing distribution is approximated through a
mixture of normal distributions. Numerical results on a real data set are provided
to demonstrate the usefulness of the proposed method.

Keywords: Hierarchical Bayes, mixed logit, mixture of distributions, random
taste heterogeneity, semi-parametric estimation
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Abstract. We often face a situation where the observed variables do not follow
normal distributions. Thus, the methods that do not require normality for the er-
ror variables are required to resolve this situation. Recently, as a solution-oriented
approach for the above problem, an estimation method that uses a higher-order
moment structure sparked interest among researchers in this field (Shimizu and
Kano (2008)). This method makes it possible to determine the direction of path
among the models that have the same values of goodness of fit (that is, equivalent
models).
On the other hand, in Bayesian estimation, hierarchical models with Dirichlet
process prior distributions have been applied to various kinds of models (Ansari
and Iyengar (2006)). This method makes it possible to perform MCMC estimation
for any assumed shape of distributions for the parameters.
In this study, we consider a simple single regression model, and set two Dirich-
let process mixture models wherein the explanatory and dependent variables are
alternated with each other under the assumption that the error variables do not
follow normal distributions. Then, we decide which model is better by calculating
the marginal likelihood (Basu and Chib (2003)) in simulation studies. We can see
from the simulation results that originally the direction of the path does not relate
to the direction of causation and that it is meaningless to identify the causation by
determining the direction of the path using nonnormal error variables.

Keywords: Bayesian semiparametric models, Dirichlet process priors, mar-
ginal likelihood, equivalent models
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Abstract. This paper describes an application of the weak convergence framework
of the Markov chain Monte Carlo (MCMC) method. It is well known that for the
mixture model, when some of the mixture proportion parameters are 0, the Gibbs
sampler behaves poorly. In this paper, we propose a simple Metropolis-Hastings
(MH) algorithm and study its convergence property. In a usual Harris recurrence
framework, both the MH algorithm and the Gibbs sampler are geometrically er-
godic in probability 1. However, in the weak convergence framework, the former
is consistent in a certain sense, but the latter is not. We present some numerical
results.

Keywords: Gibbs sampler, Finite Mixture Model, Geometrical Ergodicity,
Local Asymptotic Normality, Bernstein von-Mises’s Theorem
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Abstract. Recently a generalization of the exponential distribution has been in-
troduced by Nadarajah & Haghighi (2009). In this paper, we consider the Bayes
estimators of the scale and shape parameters of this family under the assumptions
of gamma priors and squared error loss function. We used the idea of Lindley for
obtaining the approximate Bayes estimators. Under assumptions of non-informative
priors, the approximate Bayes estimators are computed and compared with the cor-
responding maximum likelihood estimators. One real data set has been analyzed to
demonstrate how the proposed method can be used in practice. For this data set,
we also computed the approximate Bayes estimators using MCMC technique and
compared the results.

Keywords: Bayes estimator, Exponential distribution, Lindley approxima-
tion, MCMC, Monte Carlo simulation



26 CP3: Computational Bayesian Methods
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Abstract. The use of Bayes factors (BF) in hypothesis testing may encounter
difficulties in the presence of unknown nuisance parameters. Indeed, their elimi-
nation requires in general both the computation of multidimensional integrals and
the elicitation of prior distributions. In modern frequentist and Bayesian literature,
the elimination of nuisance parameters can be carried out by resorting to pseudo-
likelihood functions. Here, we propose to substitute in the BF the integrated like-
lihood with a suitable pseudo-likelihood of the parameter of interest only. A new
formulation of the BF is derived, called pseudo-Bayes factor. The properties of the
proposed pseudo-Bayes factors are investigated through two examples.

Keywords: Frequentist risk, Hypothesis testing, Marginal posterior distrib-
ution, Pseudo- likelihoods
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Contributions to Bayesian Structural Equation
Modeling

Séverine Demeyer12, Nicolas Fischer1, and Gilbert Saporta2
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Abstract. Structural equation models (SEMs) are multivariate latent variable
models used to model causality structures in data. A Bayesian estimation and val-
idation of SEMs is proposed and identifiability of parameters is studied. The latter
study shows that latent variables should be standardized in the analysis to ensure
identifiability. This heuristics is in fact introduced to deal with complex identifia-
bility constraints. To illustrate the point, identifiability constraints are calculated
in a marketing application, in which posterior draws of the constraints are derived
from the posterior conditional distributions of parameters.

Keywords: structural equation modeling, Bayesian statistics, Gibbs sam-
pling, latent variables, identifiability
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Nonlinear Regression Model of Copper
Bromide Laser Generation
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Abstract. The focus of this study is on the relationship between the output laser
power and basic laser input variables in copper bromide vapour laser with wave-
lengths of 510.6 and 578.2 nm. Based on experimental data, a nonlinear regression
model has been constructed. To deal with the multicolinearity the initial predictors
were grouped in three PCA factors. The transformation of factors by the Yeo-
Johnson transformation was applied (see Yeo and Johnson (2000)). A compact
Mathematica code for calculating the model parameters is presented. The model
has been validated using independent evaluation data sets. The results obtained
via the model allow for a more thorough analysis of relationship between the most
important laser parameters in order to improve further experiments planning and
laser production technology.

Modeling was carried out based on experimental data obtained at the Labo-
ratory of Metal Vapour Lasers with the Georgi Nadjakov Institute of Solid State
Physics, Bulgarian Academy of Sciences. The models have been obtained using the
statistical package SPSS and Mathematica software.

Keywords: Yeo-Johnson transformation, PCA factors, nonlinear regression,
output laser power
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On multiple-case diagnostics in
linear subspace method
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Abstract. In this paper, we discuss sensitivity analyses in linear subspace method,@
especially multiple-case diagnostics.

Linear subspace method proposed by Watanabe (1973) is a useful discriminant
method in the field of pattern recognition. We have proposed its sensitivity analyses,
with single-case diagnostics and multiple-case diagnostics with PCA.

We propose a modified multiple-case diagnostics using clustering and discuss
its effectiveness with numerical simulations.

Keywords: CLAFIC, Sensitivity analysis, Perturbation
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“Made in Italy” Firms Competitiveness: A
Multilevel Longitudinal Model on Export

Performance

Matilde Bini1 and Margherita Velucchi2
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Abstract. The competitiveness of the Italian industrial system during the last
decade has shown a strong slowdown. To compete in international markets, Italian
firms reduced their costs instead of fostering on innovation and investments, being
largely influenced by small size. Only the so-called “Made in Italy” sectors succeeded
in international markets. To analyze this phenomenon, we investigate, at firm and
sector level, factors affecting export competitiveness in “Made in Italy” sectors using
a multilevel longitudinal model in the period 1999-2005. We find that “Made in
Italy” role in international markets strongly depends on firms’ geographical location
and sector of activity and on their innovative capacity and productivity.

Keywords: Competitiveness, Made in Italy, multilevel models
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A Fast Parsimonious Maximum Likelihood
Approach for Predicting Outcome Variables

from a Large Number of Predictors

Jay Magidson

Statistical Innovations Inc.
Belmont, Massachusetts, United States jay@statisticalinnovations.com

Abstract. A new model with K correlated components is presented for predicting
outcome variables where the number of predictors G may exceed the total sample
size N. A fast maximum likelihood algorithm provides closed-form expressions for
the model parameters and statistical tests for determining the number of compo-
nents. We also propose a fully integrated step-down variable selection algorithm, at
each step eliminating the least important predictor based on a new measure of im-
portance. Validated results from 2 examples suggest that the methods can provide
good predictions outside the sample, especially with K = 3 or 4.

Keywords: correlated component regression, variable selection, gene expres-
sion, high dimensional data, latent class analysis



32 CP4: Multivariate Data Analysis 1

Multidimensional Exploratory Analysis of a
Structural Model Using a Class of Generalized

Covariance Criteria

Xavier Bry1, Thomas Verron2, and Patrick Redont1
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Abstract. Our aim is to explore a structural model: several variable groups de-
scribing the same observations are assumed to be structured around latent di-
mensions that are linked through a linear model that may have several equations
(Jöreskog and Wold (1982); Lohmöller (1989); Smilde et al. (2000)). This type of
model is commonly dealt with by methods assuming that the latent dimension in
each group is unique. However, conceptual models generally link concepts which
are multidimensional. We propose a general class of criteria suitable to measure the
quality of a Structural Equation Model (SEM). This class contains the covariance
criteria used in PLS Regression and the Multiple Covariance criterion of the SEER
method (Bry et al. (2009)). It also contains quartimax-related criteria. All criteria
in the class must be maximized under a unit norm constraint. We give an equivalent
unconstrained maximization program, and algorithms to solve it. This maximiza-
tion is used within a general algorithm named THEME (Thematic Equation Model
Exploration), which allows to search the structures of groups for all dimensions
useful to the model. THEME extracts locally nested structural component models.

Keywords: Path Modeling, PLS, SEER, SEM, THEME.
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Boosting a Generalized Poisson Hurdle Model

Vera Hofer1

Department of Statistics and Operations Research, University of Graz,
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Abstract. Common boosting techniques are based on estimating one ensemble by
means of gradient descent. Count data regressions by means of a generalised Poisson
hurdel model consist of three different parameters. Fitting regression functions to
all three parameters raises the question how to used boosting techniques. Since a
triple of inter-related ensembles ought to be determined, the gradient of the loss is
a 3-component vector. A boosting method for this hurdle model using multivariate
componentwise least squares is introduced.

Keywords: boosting, count data, triple of ensembles
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Quasi-Maximum Likelihood Estimators for
Threshold ARMA Models: Theoretical Results

and Computational Issues

Marcella Niglio1 and Cosimo Damiano Vitale2
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2 Department of Economics and Statistics
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Abstract. In this paper we derive quasi-maximum likelihood estimators for the
parameters of the threshold autoregressive moving average process (TARMA). After
the presentation of the model, we discuss some property that makes this model of
interest in most empirical domains. The derivation of the estimators is proposed in
details and computational issues are examined in a simulation study.

Keywords: threshold model, Q-ML estimators, parameters initialization
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Continuous Wavelet Transform and
the Annual Cycle in

Temperature and the Number of Deaths?
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University of Economics, Prague, Czech Republic milan.basta@vse.cz
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Abstract. The continuous wavelet transform applied to one time series allows the
analysis of the temporal evolution and changes of the frequency content of this time
series. The application of the cross-wavelet transform to two time series may reveal
a complex relationship between the two time series - specifically, a relationship that
differs from one frequency range to another and that is transient or evolves in time.
As such, the wavelet transform is an intriguing tool for the analysis of demographic
time series. In this paper we apply it to the analysis of the daily time series of the
number of deaths due to cardiovascular diseases in Prague, Czech Republic and the
daily time series of the average temperature in Prague, Czech Republic.

Keywords: wavelets, demography, time series, death rate, temperature
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Empirical Mode Decomposition for Trend
Extraction: Application to Electrical Data
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Abstract. This paper presents a method for trend extraction from seasonal time
series through the Empirical Mode Decomposition (EMD). Experimental compari-
son of trend extraction based on EMD and Hodrick Prescott filter are conducted.
First results proved the eligibility of EMD trend extraction. Tunisian real peak load
is finally used to illustrate the extraction of the intrinsic trend.

Keywords: Empirical Mode Decomposition, Trend extraction, Electrical data
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Comparing Two Approaches to Testing
Linearity against Markov-switching Type

Non-linearity
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Abstract. In this paper we discuss an alternative approach to testing linearity
against Markov-switching type non-linearity. We aim to avoid the classic testing
via the likelihood ratio test, which doesn’t have a standard distribution. That’s
why time-consuming simulations must be carried out. We suggest the classical test
to be substituted by using Hamilton’s dynamic specification test for validity of
Markov assumptions. The same idea will be applied to testing the remaining non-
linearity to compare 2-regime with 3-regime models. These two approaches will be
confronted by being demonstrated on some selected time series, e.g. Slovak macro-
economic indicators and some exchange rates.

Keywords: Markov-switching model, Markov assumptions, dynamic specifi-
cation test, testing non-linearity, testing remaining non-linearity

References

HAMILTON, J. D. (1994): Time series analysis. Princeton University Press, Prince-
ton.

HAMILTON, J.D. (1996): Specification testing in Markov-switching time series
models. Journal of Econometrics 70, 127-157.

HANSEN, B.E. (1992): The likelihood ratio test under nonstandard assumptions:
testing the Markov switching model of GNP. Journal of Applied Econometrics
7, 61-82.

NEWEY, W.K. (1985): Maximum likelihood specification testing and conditional
moment tests. Econometrica 53, 1047-1070.

TAUCHEN, G. (1985): Diagnostic testing and evaluation of maximum likelihood
models. Journal of Econometrics 30, 415-443.

WHITE, H. (1987): Specification testing in dynamic models. In: T. F. Bewley
(Eds.): Advances in econometrics. Fifth world congress, Cambridge University
Press, Cambridge, Vol. 2.

Acknowledgement The support of the grant APVV No. LPP-0111-09 is
kindly announced.



38 SP1: Biostatistics

Polynomial Methods in Time Series Analysis

Félix Aparicio-Pérez
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Abstract. Polynomial methods have been extensively used in system theory either
as an alternative or in conjunction with state space methods, e.g. Kailath (1980),
Chen (1984). However, its use in time series analysis has been very limited. This
paper highlights the main results in matrix polynomial algebra, like the solution
of matrix polynomial equations or the transformation between a right and a left
matrix fraction description and provides some mostly unknown applications in time
series analysis.

One of these applications is the evaluation of the autocovariances of a VARMA
process by a method that is more efficient than the methods that are used in time
series analysis. This method is based on solving a so-called symmetric matrix poly-
nomial equation. The second application allows the automatic computation of the
model that follows a filtered VARMA process using a new method. This problem
is usually solved in time series analysis by means of lengthy ad-hoc hand computa-
tions, while the method proposed in the paper obtains the model by transforming
a right matrix fraction description into a left one and then doing a spectral fac-
torization. The third, and also new, technique allows the exact computation of
a multivariate Wiener-Kolmogorov filter based on a finite sample for a general
VARMA process. To do so it first computes the adjoint of a polynomial matrix and
then solves a spectral factorizarion problem to obtain the result in the form of three
cascaded filters. The implementation of these filters requires the use of some addi-
tional techniques, like the time-reversion or the obtention of echelon realizations of
a VARMA process.

All the polynomial techniques that are needed for these (and other) applications
can be implemented using numerically reliable and efficient techniques, and the
paper provides some references where it is explained how to do so.

Keywords: Polynomial Matrices, Time Series, Wiener-Kolmogorov Filter,
Autocovariances
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Abstract. The aim of this work is the analysis of binary longitudinal responses
from the point of view of likelihood inference, which requires complete specification
of a stochastic model for the individual profile. In the context of binary responses,
dependence is more conveniently measured by odds ratios rather than correlations.
In our formulation the parameter of interest is the marginal probability of success,
which is related to the covariates via a logistic regression model. The dependence
structure of the process corresponds to a second order Markov chain. Markov chains
provide the simplest stochastic mechanism to introduce serial dependence for dis-
crete random variables. Besides serial dependence, another important source of
dependence among data from one given subject is the presence of individual ran-
dom effects. Random effects are also considered using exact maximum likelihood
estimation via numerical integration (Gonçalves and Azzalini (2008)). To illustrate
this methodology, we considered the data analyzed by MacDonald and Rauben-
heimer (1995) about the locomotory behaviour of 24 locusts (locusta migratoria)
observed at 161 time points. The focus is on the problem of comparison between
treatment groups.

Keywords: binary longitudinal data, exact likelihood, serial dependence,
random effects.
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On the Identification of Predictive Biomarkers:

Detecting Treatment-by-Gene Interaction in
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Abstract. In recent years, special interest has been placed on the development
of biomarkers that are predictive of a patient’s response to treatment. Predictive
markers can guide the choice of most successful therapies for the benefit of the
patient (Simon (2008)).
As outcome variable we will consider a binary endpoint and marker data is sup-
posed to be continuous, e.g. gene expression data. For the identification of predictive
markers we therefore apply a logistic regression model with interaction term treat-
ment times marker expression. Adjustment for multiple testing is cruicial when
testing several potential markers simultaneously, e.g. in situations with thousands
candidate genes (e.g. gene expression microarray data).
By simulation studies the issue of sample-size determination for the identification
of predictive biomarkers in high-dimensional situations will be analysed. The per-
formance of different multiple testing procedures for control of the false discovery
rate will be compared including resampling-based approaches as described by Du-
doit and van der Laan (2007). These resampling-based multiple testing procedures
are not limited by the so called subset pivotality assumption which is not fullfilled
in case of logisitc regressions. Moreover, the use of fractional polynomials for mod-
elling interactions between treatment and continuous covariates was introduced by
Royston and Sauerbrei (2008). This method will be discussed in comparison to the
gene-wise logistic regression model.

Keywords: predictive biomarker, treatment by gene interaction, false dis-

covery rate, resampling-based multiple testing procedures
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Hidden Markov models for DNA sequence
segmentation modeling : Change-Point

Identification
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Abstract. Many genome sequences display heterogeneity in base composition in
the form of segments with similar structure. Early evidence of segmental genomic
structure was noticed early on that in the salivary glands of Drosophila melanogaster
whereas the problem of statistically segmenting DNA sequence has a history about
four decades. One approach describes DNA sequence structure by a hidden Markov
model (HMM) [1,2]. Change-point detection is an identification of abrupt changes in
the generated parameters of sequential data. It has proven to be useful in application
such as DNA segmentation modeling. This talk focuses on the various change-point
identification of a Bayesian hidden Markov model describing homogeneous segments
of DNA sequences. A simulation study will be used to evaluate the change-points
followed by the real-life examples.

Keywords: DNA sequence; Bayesian hidden markov model; change point
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Dating Mining for Genomic-Phenomic
Correlations

Joyce Niland and Rebecca Nelson
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Abstract. Realization of personalized medicine depends on the ability to correlate
phenomic (biologic) data with synthesized genomic results. An optimal mode to
achieve this goal is through a research data warehouse, blending tissue sample
data with information on diagnosis, treatment, and outcomes. We created such a
warehouse to document over 12,000 frozen tissue and 150,000 paraffin-embedded
samples amassed since 1980 at City of Hope, following several warehousing best
practices. The warehouse is jointly managed by the Department of Information
Technology Services (ITS), to provide Extract-Transform-Load (ETL) functions for
data from our electronic medical record and research systems, and the Department
of Information Sciences (DIS), whose analysts provide data validation, mining, and
cohort assembly for investigators.

Further, we maintain international coding and quality standards, so that collab-
orations with investigators worldwide will be facilitated. (Dubois (2002)) Attribute-
centric queries to identify sets of patients based on a Boolean combination of param-
eters is challenging, and requires complete documentation of the metadata (“data
about the data”). (Deshpande et al. (2002)) We have adopted a comprehensive
metadata repository to store data definitions and code lists, so the warehouse can
be accurately mined by users.

Via the warehouse, we have efficiently identified numerous targeted cohorts
of patients with available tissue samples and correlated clinical data for analysis.
We have developed a robust “honest broker” process, critical for the authorization
of data and sample access and correlation. (Dhir et al. (2008)) This presentation
describes our warehousing efforts, our cohort identification projects, the honest
broker algorithms, and challenges and successes to date.

Keywords: data mining, data warehouse, genomic-phenomic correlations,
honest broker process
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Abstract. The problem of ”over-optimistic” research findings has attracted a lot
of attention in medical literature in the last few years. In this talk, I will present and
discuss two different examples of over-optimistic results in the context of statistical
bioinformatics.

The first example is classification based on high-dimensional data in biomed-
ical studies. Evaluating several classification algorithms via cross-validation in a
trial-and-error strategy and reporting only the lowest error rate yields a substan-
tial optimistic bias. Correction is crucial but not trivial. I review some potential
solutions from a practical point of view.

The second example concerns methodological biostatistics/bioinformatics re-
search. When developing a new method, researchers naturally tend to optimize
their new algorithm to the available data set(s). Based on the concrete example of
classification for microarray data using external biological knowledge from KEGG,
I show that the new method may consequently ”overfit” the data used for its devel-
opment. I also demonstrate the advantages of a strict validation of methodological
research results based on independent data that were not used previously for the
development of the method.
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Abstract. Multiple hypotheses testing (MHT) has emerged as one of the most
active research fields in statistics over the last 10-15 years, especially driven by
large-scale applications such as genomics or proteomics. µTOSS is an open source,
easy-to-extend software solution establishing a unified platform for a broad variety
of MHT procedures. The µTOSS software has been realized in a month-long project
sponsored by the PASCAL2 European Network of Excellence.
Basically, µTOSS consists of the two R packages mutoss and mutossGUI, the lat-
ter provides a graphical user interface to mutoss. It comprises MHT procedures
controlling the family-wise error rate (single-step and stepwise rejective methods,
resampling-based procedures), and the false discovery rate (FDR) (classical and
data-adaptive frequentistic methods, Bayesian approaches, resampling-based tech-
niques). Moreover, novel procedures not yet been implemented in any statistical
software package have now been made available in µToss: multiplicity-adjusted
simultaneous confidence intervals (Konietschke, 2009), procedures based on the
asymptotically optimal rejection curve (Finner et al., 2009) and self-consistency
methods for FDR control under arbitrary dependencies (Blanchard and Roquain,
2009).
For researchers, it features a convenient unification of interfaces for MHT procedures
and helper functions facilitating the setup of benchmark simulations for compari-
son of competing methods. For end users, e.g. in clinical practice, a graphical user
interface and an online users guide help to identify appropriate adjustment meth-
ods for a specified multiple testing problem. Ongoing maintenance and subsequent
extensions of novel research developements could establish µTOSS as the state of
the art MHT software for the future.
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Data Mining for Population-Based Studies
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Abstract. The Department of Preventive Medicine at the University of Southern
California has received substantial NIH grant funding to conduct population-based
studies and multicenter clinical trials. As large data repositories are developed to
address the specific aims of the studies, this provides opportunities to ”mine” the
data to identify important new clinical and public health findings. Examples are:

The Los Angeles Latino Eye Study (LALES) is a population-based study in
6,082 Latinos aged 40+ yrs. Prevalence of undiagnosed glaucoma was surprisingly
large (75%). Classification and regression tree (CART) analysis created a multi-
variate algorithm for glaucoma screening. Overall sensitivity and specificity was
improved using the CART cutpoints and branch-related diagnostic criteria.

The Locomotor Experience Applied Post Stroke (LEAPS) is a multi-site ran-
domized trial evaluating strategies to improve gait speed in stroke patients. Because
the minimal clinical important difference (MCID) in gait speed post-stroke is un-
known, we mined the LEAPS database using CART to determine the MCID for
improved gait speed. Using a standardized quality of life, we found that optimal
gait-speed MCID is 0.16m/s. (Tilson et al (2010))

The Hormonal Regulators of Muscle & Metabolism in Aging (HORMA) study
is a randomized trial to test the effect of supplemental testosterone and growth hor-
mone in elderly men. There was individual variability in improved lean body mass
(LBM), appendicular skeletal muscle mass (ASMM), muscle strength and physical
function. (Sattler et al (2009)) Pathway analyses showed that to enhance muscle
strength and physical function, improvements in LBM and ASMM are needed, via
testosterone.

Keywords: Data mining, biostatistics, clinical trials, epidemiology
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Abstract. Interpreting results provided by multivariate exploratory methods (such
as Principal Component Analysis for instance) applied on genomic data is almost
impossible at a gene level due to the number of genes. Integrative approaches which
involve the incorporation of biological knowledge have become unavoidable. De
Tayrac et al. (2009) proposed a strategy which allows to use an a priori informa-
tion, such as Gene Ontology (GO) or Kegg terms to enhance their results. The idea
consists in constituting modules of genes according to the a priori information and
using those modules as a supplementary information in order to interpret results
on the basis of the genes' functions.

However, the composition of those modules may be disconnected from the struc-
ture of the genomic data to be studied and does not consider the di�erent degrees of
speci�city of the terms which convey the existence of di�erent levels of regulation.
Hence appears the natural idea of improving the way modules are constituted.

The aim of this talk is to propose a new approach combining Canonical Cor-
respondence Analysis with Hierarchical Multiple Factor Analysis (Francoa et al.,
2009) to get modules that have two main features: 1) they are constituted of genes
that belong to the same biological processes; 2) they are constituted of genes that
are co-expressed with respect to the data set of interest.

The interpretation of the biological processes is thus facilitated by the co-
expression of the genes within a group, whereas the method highlights a few key-
genes whose functions can be easily taken into account to go deeper into the in-
terpretation. An application of this method to a chicken microarray data set has
allowed to bring out the well-known mechanisms implemented in reply to fasting,
and to come up with new trails.

Keywords: transcriptomic data, integration of biological knowledge, Cano-

nical Correspondence Analysis, Hierarchical Multiple Factor Analysis
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Additional Hierarchy in the Modelling of
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Abstract. The random-effects model in the frequentist framework assumes study
effects to be randomly sampled from a common distribution. Associated parame-
ters allow further variation between studies compared to fixed-effects models. The
quantities of most interest are typically the hyperparameters. In the case that ef-
fect variability is small within a population, more borrowing of information occurs
across studies.

The variability of an effect is often estimated using a method of moments ap-
proximation proposed by DerSimonian and Laird [1986]. This method is assessed
in greater detail.

Keywords: meta-analysis, Bayesian, random-effects
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Abstract. There are often multiple studies performed to investigate a same bi-
ological system from similar or related angles due to its high complexity. Many
meta-analyses over these studies suggested that there are an excess of genes show-
ing discordant gene expression across similar studies compared to what would have
been predicted by chance alone. Scharpf et al. (2009) introduced a hierarchical
Bayesian model for detecting differential gene expression in multiple data sets while
allowing for cross-study discrepancy. Fan et al. (2009) and Fan et al. (2010) used a
Bayesian approach to integrate cell-cycle microarray data sets and showed that the
discrepancy about the cell-cycle regulated genes exists between individual labora-
tories and across synchronization techniques. In this paper, instead of dealing with
the discrepancy at gene level as in Scharpf et al. (2009), we introduced a Bayesian
approach to model the discrepancy at gene network level. The fundamental con-
jecture is that the gene expression discrepancy is resulted from the dynamics of
the gene regulatory networks. Starting with different parameter settings, the net-
work dynamics may show multiple steady states. Therefore, a gene can be highly
expressed in one phenotype than the other in some studies, while the opposite is
observed in other studies. Similarly, in cell-cycle experiments, a gene’s expression
can be highly periodic in some studies, while aperiodic in other studies. This phe-
nomenon also exists in some stress response studies, where the lists of differential
expressed genes for the same stimulus vary significantly across different study. The
new Bayesian approach is applied on the time-series microarray data sets from
fission yeast cell-cycle experiments. A gene network is inferred from the combined
data. Its dynamics is simulated under the inferred parameter setting as well as other
settings as an effort to explain the discrepancy observed in the cell cycle studies.

Keywords: gene network, meta-analysis, Bayesian computing, cell cycle
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Abstract. Metagenomics goes beyond DNA sequencing by tackling communities
of microorganisms in their natural environment. Previously, each microbial strain
needed to be cultured before sequencing. Applying DNA sequencing directly to the
sample has revealed the great diversity of the microbial populations in soil, sea
water or the intestinal flora.

Even though many new species can be studied, many more remain unobserved
in the collected data. Estimating the total number of microbial species in the bio-
logical sample and their abundance distribution is key to determining the number
of sequencing runs needed.

In the standard model introduced by Fisher et al. (1943), each species contribute
a Poisson-distributed number of individuals to the dataset, with a species-specific
abundance parameter. Unobserved species are those that contribute zero individu-
als. Mixture models provide flexible models for the distribution of the abundance
parameters.

Following Bunge and Barger (2008), we use a truncated mixture model of geo-
metric distributions. We propose to perform parameter estimation in the Bayesian
framework with a variational algorithm, Beal and Ghahramani (2003). In this work,
the number of components is not selected and we use Bayesian model averaging to
combine the estimates from all considered models. In particular, the variational
framework provides an efficient way of computing the weights for each model.

Keywords: mixture models, bayesian model averaging, variational methods,
truncation, metagenomics
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Abstract. Parametric identification in plant growth models, those that can be
formalized as discrete dynamical systems, is a challenging problem due to spe-
cific data acquisition (system observation is supposed to be done with destructive
measurements), non-linear dynamics, model uncertainties and high-dimensional pa-
rameter space. The general approach for parametric identification in dynamical
models involves the use of a stochastic framework for the model and the obser-
vation equations. When the dynamical system that describes the state evolution
is non-linear with gaussian noise, then Kalman filtering techniques can be used
as approximation schemes. Nevertheless, when applied properly, sequential Monte-
Carlo (or particle filter) methods offer a better alternative for state and parameter
estimation (Doucet and Johansen (2008)). In this talk, we present how sequential
Monte-Carlo methods can be used for maximum likelihood estimation via EM-type
algorithm in plant growth modeling. In particular, we illustrate this method in a
version of the functional-structural plant growth model, called GreenLab (Cournède
et al. (2006)). The observed vector consists of organ masses, measured by censoring
plant’s evolution at a fixed observation time. The model hidden states represent
biomasses produced at every growth cycle. Under some assumptions, we show that
the estimation problem can be tackled in the framework of hidden (latent variable)
models (Cappé et al. (2005)), where an appropriate bivariate stochastic process
describes the variables of the system. We use sequential Monte-Carlo in order to
approximate the non-explicit E-step in the EM-type algorithm, and parametric
bootstrap in order to obtain approximate confidence intervals for the MLE.

Keywords: maximum likelihood estimation; parametric identification; plant
growth model; sequential Monte-Carlo
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Abstract. In the conventional evaluation of DNA mixtures, the allele frequencies
are often taken as constants. But they are in fact estimated from a sample taken
from a population and thus the variability of the estimates has to be taken into
account. Within a Bayesian framework, the evaluation of DNA mixtures account-
ing for sampling variability in the population database of allele frequencies are
discussed in this paper. The concise and general formulae are provided for calcu-
lating the likelihood ratio when the people involved are biologically related. The
implementation of the formula is demonstrated on the analysis of a real example.
The resulting formulae are shown to be more conservative, which is generally more
favorable to the defendant.

Keywords: Bayesian inference, Hardy-Weinberg equilibrium, relatedness co-
efficient, likelihood ratio, mixed stain, relative



52 CP6: Biostatistics & Bio-Computing 1

Variable selection and parameter tuning
in high-dimensional prediction

Christoph Bernau1 and Anne-Laure Boulesteix1,2

1 Department of Medical Informatics, Biometry and Epidemiology
University of Munich, Marchioninistr. 15, 81377 Munich, Germany
bernau@ibe.med.uni-muenchen.de, boulesteix@ibe.med.uni-muenchen.de

2 Department of Statistics, University of Munich, Ludwigstr. 33, 80539 Munich,
Germany

Abstract. In the context of classification using high-dimensional data such as
microarray gene expression data, it is often useful to perform preliminary variable
selection. For example, the k-nearest-neighbors classification procedure yields a
much higher accuracy when applied on variables with high discriminatory power.
Typical (univariate) variable selection methods for binary classification are, e.g.,
the two-sample t-statistic or the Mann-Whitney test.

In small sample settings, the classification error rate is often estimated using
cross-validation (CV) or related approaches. The variable selection procedure has
then to be applied for each considered training set anew, i.e. for each CV iteration
successively. Performing variable selection based on the whole sample before the
CV procedure would yield a downwardly biased error rate estimate. CV may also
be used to tune parameters involved in a classification method. For instance, the
penalty parameter in penalized regression or the cost in support vector machines
are most often selected using CV. This type of CV is usually denoted as ”internal
CV” in contrast to the ”external CV” performed to estimate the error rate, while
the term ”nested CV” refers to the whole procedure embedding two CV loops.

While variable selection and parameter tuning have been widely investigated
in the context of high-dimensional classification, it is still unclear how they should
be combined if a classification method involves both variable selection and parame-
ter tuning. For example, the k-nearest-neighbors method usually requires variable
selection and involves a tuning parameter: the number k of neighbors. It is well-
known that variable selection should be repeated for each external CV iteration.
But should we also repeat variable selection for each it internal CV iteration or
rather perform tuning based on fixed subset of variables? While the first variant
seems more natural, it implies a huge computational expense and its benefit in
terms of error rate remains unknown.

In this paper, we assess both variants quantitatively using real microarray data
sets. We focus on two representative examples: k-nearest-neighbors (with k as tun-
ing parameter) and Partial Least Squares dimension reduction followed by linear
discriminant analysis (with the number of components as tuning parameter). We
conclude that the more natural but computationally expensive variant with re-
peated variable selection does not necessarily lead to better accuracy and point out
the potential pitfalls of both variants.

Keywords: class prediction, variable selection, parameter tuning, nested cross-
validation, genomics
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Raphaël Mourad1, Christine Sinoquet2, and Philippe Leray1

1 LINA, UMR CNRS 6241, Ecole Polytechnique de l’Université de Nantes,
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Abstract. We describe a novel probabilistic graphical model customized to repre-
sent the statistical dependencies between genetic markers, or SNPs, in the Human
genome. The motivation is to reduce the dimension of the data to be further sub-
mitted to statistical association tests with respect to diseased/non diseased status.
Probabilistic graphical models offer an adapted framework for a fine modelling of
dependencies between SNPs. Various models have been used for this purpose, in-
cluding either Markov fields (Verzilli et al. (2006)) or Bayesian networks (Nefian
(2006); Zhang and Ji (2009)). However, scalability remains a crucial issue. Our
proposal generalizes a hierarchy-based framework designed by Hwang and collab-
orators (Hwang et al. (2006)). Our method relies on forests of hierarchical latent
class models. A generic algorithm, CFHLC, has been designed to tackle the learn-
ing of both forest structure and probability distributions. A first implementation
has been shown to be tractable on benchmarks describing 105 variables for 2000
individuals. Complementary results are further discussed in Mourad et al. (2010).

Keywords: Bayesian networks, hierarchical latent class models, data dimen-
sionality reduction, genetic marker dependency modelling
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Abstract. There are different kinds of tumours in childhood: nephroblastoma,
clear cell sarcoma, neuroblastoma etc. The chosen therapy depends upon the diag-
nosis of the radiologist which is done with the help of MRI (Magnetic resonance
images). Our research is the first mathematical approach on MRI of renal tumours
(n=80). We are using transversal, frontal and sagittal images and compare their
potential for differentiation of the different kind of tumours by use of Statistical
Shape Analysis.
Statistical shape analysis is a methodology for analyzing shapes in the presence
of randomness. It allows to study two- or more dimensional objects, summarized
according to key points called landmarks, with a possible correction of size and po-
sition of the object. So objects with different size and/or position can be compared
with each other and classified. To get the shape of an object without information
about position and size, centralisation and standardisation procedures are used in
some metric space. This approach provides an objective methodology for classifica-
tion whereas even today in many applications the decision for classifying according
to the appearance seems at most intuitive.
We determine the key points or three dimensional landmarks of the renal tumours
by using the edges of the platonic body (C60). We present a new test for the mean
shape based on the variance within tumour groups with the same diagnosis. Unlike
the classical test from Ziezold (1994) we do not need any more a mean shape in each
case for both groups is necessary for differentiation. Moreover, we apply Logistic
regression and Configuration Frequency Analysis for classification on the sample.
While Logistic regression handles the data in a continous type, Configuration Fre-
quency Analysis uses discrete variables. Eventually we discuss the consequences of
our results for the application in oncology.

Keywords: Statistical shape analysis, Shape differentiation, Renal tumours,
Mean shape, Variance
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Abstract. Frailty models are often used to study the individual heterogeneity in
multivariate survival analysis. Estimating frailty models is not straightforward due
to various types of censoring. In this manuscript focus is on Type II interval cen-
sored data commonly known as current status data for which we study the behavior
of the correlated gamma frailty model (Hens et al. 2009). We show that misspecifi-
cation of both the frailty model and/or the baseline hazard leads to biased estimates
in the case of current status data. These results shed a first light on the use of the
correlated gamma frailty model for bivariate current status data. This situation
typically applies in infectious disease epidemiology where multisera data consti-
tuting multivariate current status data are studied to quantify the heterogeneity
in acquisition of infections using a shared gamma frailty (Farrington et al. 2001).
The use of correlated frailty models facilitates the separation of heterogeneity and
correlation. Studying this correlation could indicate whether different infections
are transmitted via the same routes. This could prove worthwhile for diseases for
which the transmission route is unknown. We used data on hepatitis A and B, two
infections transmitted through different routes for illustration purposes.

Keywords: correlated frailty, bivariate binary data, Type II interval censored
data
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Abstract. In segmentation problems, inference on change-point position and model
selection are two difficult issues due to the discrete nature of change-points. In a
Bayesian context, we derive exact, non-asymptotic, explicit and tractable formulae
for the posterior distribution of variables such as the number of change-points or
their positions. We also derive a new selection criterion that accounts for the relia-
bility of the results. All these results are based on an efficient strategy to explore the
whole segmentation space, which can be very large. We illustrate our methodology
on both simulated data and a comparative genomic hybridisation profile.

Keywords: change-point detection, posterior distribution of change-points
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Abstract. Brain functional networks are sets of distant cortical, subcortical or
cerebellar regions characterized by coherent dynamics. While spatial independent
component analysis (sICA) (Perlbarg et al. (2008) reproducibly detects the corti-
cal components of these networks from resting-state functional magnetic resonance
imaging (fMRI) data, little is known about their subcortical (basal ganglia, BG)
components. We provide a robust method to detect precisely subcortical compo-
nents. First, we use sICA to extract the cortical components of the networks from
resting-state fMRI data in which the subcortical regions are masked out. Second, we
detect the BG components corresponding to these cortical regions using a general
linear model. Third, we resort to group statistical inference using a bootstrap tech-
nique to select BG regions that are robustly found across subjects. The identified
subcortical components are validated using a functional atlas of the BG (Yelnik et
al. (2007)). Each functional network is finally defined as the union of its cortical
and subcortical components.
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Abstract. This paper introduces a clustering algorithm that is able to partition
objects taking into account simultaneously their relational descriptions given by
multiple dissimilarity matrices. These matrices could have been generated using
different sets of variables and a fixed dissimilarity function, using a fixed set of
variables and different dissimilarity functions or using different sets of variables and
dissimilarity functions. This method, which is based on the dynamic hard clustering
algorithm for relational data, is designed to provided a partition and a prototype for
each cluster as well as to learn a relevance weight for each dissimilarity matrix by
optimizing an adequacy criterion that measures the fit between clusters and their
representatives. These relevance weights change at each algorithm iteration and
are different from one cluster to another. Experiments aiming at obtaining a cate-
gorization of a document data base demonstrate the usefulness of this partitional
clustering method.
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Abstract. Indexed standard or spatial hierarchical clustering produce partitions if
they are cut at a given level. Such partition can be improved by using a K-means like
clustering. In case of a standard or spatial pyramid a cut at a given level produces
an overlapping clustering (where some observations can belong to several clusters).
In order to improve such overlapping clustering we need an extension of K-means
like algorithm to a new kind of algorithm giving at output a better overlapping
clustering for a given criterion. The aim of this paper is to provide an algorithm
which starts from an overlapping clustering produced by a pyramid and to show
that it improves it at each step for a given criterion. Several authors addressed the
problem, for example by extending hierarchies to weak hierarchies (Bertrand and
Janowitz, (2002)), and more recently Cleuziou (2008) with the OKM algorithm.
In this paper , we first present the algorithm , than we show its convergence and
finally we give some examples with results and comparisons.
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tering
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Abstract. This paper proposes a new principal component analysis for interval-
valued data. The merit of this analysis is the consideration of dissimilarity of objects
in a higher dimensional space when we obtain the projected space by using a covari-
ance matrix involving the contribution degree for the fuzzy classification structure
of objects, based on dissimilarity of objects in the higher dimensional space. In order
to obtain the adaptable classification structure which is closely related with a selec-
tion of an appropriate number of clusters, we propose an alignment criterion which
measures similarity between original similarity data and the restored similarity con-
sisting of a fuzzy clustering result under a given number of clusters which we call
cluster-target similarity. In addition, we prove the concentration of the alignment
criterion which shows that empirical alignment is close to its expectation.
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Abstract. The output of hierarchical clustering methods is typically displayed as
a dendrogram describing a family of partitions indexed by an ultrametric distance.
Actually, after the tree structure of the dendrogram has been set up, the most
tricky problem is that of cutting the tree with a suitable threshold in order to take
out a sub-optimal classification. Several (more or less) objective criteria may be
used to achieve this goal, e.g. the deepest step, but most often the partition relies
on a subjective choice leaded by interpretation issues. We propose an algorithm,
exploiting the methodological framework of permutation test, allowing to find out
automatically a sub-optimal partition not necessarily identifiable using a traditional
cut approach, as the resulting clusters could correspond to different heights of the
tree.

The general working principle of the procedure is as follows. Starting from the
root node of the dendrogram, a partial threshold is moved down the tree until
a link joining two clusters is encountered. A permutation test is thus performed
in order to verify whether the two clusters must be accounted as a unique group
(the null hypothesis) or not (the alternative one). If the null cannot be rejected,
the corresponding branch will become a cluster of the final partition and none of
its sub-branches will be longer processed. Otherwise each of them will be further
visited in the course of the procedure. In fact, in both cases, the partial, threshold
will continue its path and the next branch of the dendrogram will be processed.
The algorithm stops when there are no more branches that stand the test (i.e. the
null cannot be rejected any more) .

The proposed procedure can be used regardless of any agglomeration method
and distance measure used in the classification process because it relies on the same
criteria used for producing it.
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Abstract. The use of the methods of classification of information became current
to analyze large corpus of data as it is the case in the domain of scientific survey
or in that of strategic analyses of research. While carrying out a classification, the
aim is to build homogeneous groups of data sharing a certain number of identical
characteristics. Furthermore, the clustering, or unsupervised classification, makes it
possible to highlight these groups without prior knowledge on the processed data. A
central problem that then arises is to qualify these performance in terms of quality:
a quality index is a criterion which indeed makes it possible all together to decide
which clustering method to use, to fix an optimal number of clusters, and to evaluate
or to develop a new method. Traditional quality indexes, that are mainly distance-
based indexes relying on the concepts of intra cluster inertia and inter-cluster inertia
(Lebart et al. (1982)), do not allow to properly estimate the quality of the clustering
in several cases, as in that one of the textual data (Ghribi and al. (2010)). We thus
present in this paper an alternative approach for clustering quality evaluation based
on unsupervised measures of Recall, Precision exploiting the descriptors of the data
associated with the obtained clusters. The Recall makes it possible to measure the
exhaustiveness of the contents of the clusters in terms of peculiar descriptors specific
to each cluster. The Precision measures the homogeneity of the clusters in terms
of proportion of the data containing the associated peculiar descriptors. We finally
present an experimental comparison of the behavior of the classical indexes with our
new approach on a dataset of bibliographical references issued from the PASCAL
database. This comparison clearly highlights that our method is the only one that
can distinguish between homogeneous and heterogeneous clustering results.

Keywords: clustering, quality indexes, text mining, heterogeneous data

References

GHRIBI M., CUXAC P., LAMIREL J.C. and LELU A. (2010): Mesures de qualité
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Abstract. We present a validation of a rule to choose the number of dimension
in Correspondence Analysis and of an AIC/BIC based selection approach to block
clustering. An example of micro-array analysis is also shown.
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Abstract. Miller (2002) presents the half-taxi metric applicable to compositional
data without suggesting how it might be applied. We believe that the half-taxi
metric is preferable to other metrics in compositional data geometry rcomp because
it takes into account the fact that compositions are closed to one and it has a simple
geometric representation on the ternary graph. In an application on advertising
expenditure components (Electronic, Print and Online) for 17 European countries
in the period 2001-2008 we use the half-taxi metric to detect the structural changes
in time, in particular in view of the newer Online component. The results are
satisfactory and can be explained in the subject-matter context in view of Hofstede’s
theory.
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Abstract. This work adopts a survey sampling point of view to estimate the mean
curve of large databases of functional data. When storage capacities are limited,
selecting, with survey techniques, a small fraction of the observations is an interest-
ing alternative to signal compression techniques. We propose here to take account
of real or multivariate auxiliary information available at a low cost for the whole
population, with semiparametric model assisted approaches, in order to improve
the accuracy of Horvitz-Thompson estimators of the mean curve. We first estimate
the functional principal components with a design based point of view in order to
reduce the dimension of the signals and then propose semiparametric models to
get estimations of the curves that are not observed. This technique is shown to be
really effective on a real dataset of 18902 electricity meters measuring every half an
hour electricity consumption during two weeks.

Keywords: Design-based estimation, Functional Principal Components, Elec-
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Abstract. Missing values are a common concern in spatiotemporal data sets. Dur-
ing recent years a great number of methods have been developed for gap filling. One
of the emerging approaches is based on the Empirical Orthogonal Function (EOF)
methodology, applied mainly on raw and univariate data sets presenting irregular
missing patterns. In this paper EOF is carried out on a multivariate space-time
data set, related to concentrations of pollutants recorded at different sites, after
denoising raw data by FDA approach. Some performance indicators are computed
on simulated incomplete data sets with also long gaps in order to show that the
EOF reconstruction appears to be an improved procedure especially when long gap
sequences occur.
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Abstract. This paper presents a method for effectively detecting patterns and
clusters in high dimensional time-dependent functional data. It provides a time-scale
decomposition of the signals under which we can visualize and cluster the functional
data into homogeneous groups. We consider the contribution of each scale to the
global energy, in the orthogonal wavelet transform of each input function to generate
a handy number of features that still makes the signals well distinguishable. Our
new similarity measure combined with an efficient feature selection technique in
the wavelet domain is then used within more or less classical clustering algorithms
to effectively differentiate among high dimensional populations.
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Abstract. A compound Cox process (CCP) is a generalization of a Cox process in
which the events have an associated mark. The counting statistics of a CCP with
marks in a specific subset are presented and the expression of the mode is derived.
The representation theorems of the CCP, an ad hoc FPCA estimation of the mean
process and principal components prediction models are the basis to forecast the
mean and mode of the CCP in the future. Several simulations illustrate it.
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Abstract. We propose a very simple algorithm in order to estimate the geometric
median, also called spatial median, of multivariate (Small, 1990) or functional data
(Gervini, 2008) when the sample size is large. A simple and fast iterative approach
based on the Robbins-Monro algorithm (Duflo, 1997) as well as its averaged version
(Polyak and Juditsky, 1992) are shown to be effective for large samples of high
dimension data. They are very fast and only require O(Nd) elementary operations,
where N is the sample size and d is the dimension of data. The averaged approach
is shown to be more effective and less sensitive to the tuning parameter. The ability
of this new estimator to estimate accurately and rapidly (about thirty times faster
than the classical estimator) the geometric median is illustrated on a large sample
of 18902 electricity consumption curves measured every half an hour during one
week.

Keywords: Geometric quantiles, High dimension data, Online estimation al-
gorithm, Robustness, Robbins-Monro, Spatial median, Stochastic gradient
averaging
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Different P-spline Approaches for Smoothed
Functional Principal Component Analysis

Ana M. Aguilera, M. Carmen Aguilera-Morillo, Manuel Escabias and
Mariano J. Valderrama

Department of Statistics and O.R. University of Granada.
Campus de Fuentenueva, 18071-Granada, Spain, aaguiler@ugr.es

Abstract. In order to reduce the dimension and to explain the dependence struc-
ture of a functional data set in terms of uncorrelated variables, it is usual to use
Functional Principal Component Analysis (FPCA). When the sample curves are
not smooth enough, the principal component curves have a lot of variability and
are difficult to interpret. Regularized FPCA continuously controls the degree of
smoothness by introducing a roughness penalty in his own formulation. In this pa-
per we consider two different forms of smoothed FPCA, both of them based on
penalized splines (P-splines) smoothing with B-splines basis. They differ in that
the first applies the roughness penalty in the construction of principal components
whereas the second incorporates it in the approximation of sample curves and then
carries out an unsmoothed FPCA.

Keywords: Functional data; principal component analysis; B-spline expan-
sion; P-splines.
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Score Moment Estimators
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Abstract. By the use of newly introduced concept of the scalar score, the score
moments are introduced and used for parametric estimation. In contrast to maxi-
mum likelihood estimators, the score moment estimators are not efficient, but they
are robust for all the parameters of heavy tailed distributions. In contrast to robust
methods, the score moment estimators are taking into account the properties of
the assumed model. In the present paper we outline shortly the main ideas and
derive the estimation equations for some two-parameter distributions and for some
distributions with the threshold parameter. In some cases we obtained closed-form
solutions. At the end, we compare the score moment and maximum likelihood es-
timators on the basis of simulation experiments.

Keywords: generalized moments, score moments, robust estimators
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The Set of 3 × 4 × 4 Contingency Tables has
3-Neighborhood Property
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Abstract. We consider the sequential conditional test for three-way contingency
tables. Conditional tests of no interaction for three-way contingency tables use as
the frame of conditional inference the set of all contingency tables with three fixed
two-way marginal tables. Lifting between three-way contingency tables means a
method of calculating the frame Ωt of the t-stage from Ωt−1 of the (t − 1)-stage,
which makes it easy to perform the sequential conditional test efficiently. In the
previous paper, Sakata and Sumi (COMPSTAT’2008), we treated 3× 3× 3 tables
and 2-neighborhood property. As a continuation, in this paper, we treat 3× 4× 4
tables and show that the conditional inference frame Ωt is obtained from Ωt−1 by
transformations made by at most three elements of Markov basis for 3 × 4 × 4
contingency tables, that is, 3-neighborhood property.

Keywords: 3× 4× 4 contingency tables, sequential conditional test, Markov
basis, 3-neighborhood property

References

AGRESTI, A. (2007): An introduction to categorical data analysis. Wiley Series
in Probability and Statistics, 2nd edition, Wiley-Interscience [John Wiley &
Sons]

AOKI, S. (2004): Exact methods and Markov chain Monte Carlo methods of con-
ditional inference for contingency tables. Doctor Thesis, Tokyo University.

AOKI, S. and TAKEMURA, A. (2003): Minimal basis for connected Markov chain
over 3× 3×K contingency tables with fixed two-dimensional marginals. Aus-
tralian and New Zealand Journal of Statistics 45, 229–249.

SAKATA, T. and SUMI, T. (2008): Lifting between the sets of three-way contin-
gency tables and r-neighborhood property. Electoric Proceedings of COMP-
STAT ’2008, Contribulted Papers, Categorical Data Analysis, 87–94.
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On Aspects of Quality Indexes for Scoring
Models
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Abstract. Credit scoring models are widely used to predict a probability of an
event like client’s default. To measure the quality of the scoring models it is possi-
ble to use quantitative indexes such as Gini index, K-S statistics, C-statistics and
Lift. They are used for comparison of several developed models at the moment of
development as well as for monitoring of quality of those models after deployment
into real business. The paper deals with mentioned quality indexes, their properties
and relationships. The main contribution of the paper is proposition and discus-
sion of indexes and curves based on Lift. Curve of ideal Lift is defined, Lift ratio is
proposed as analogy to Gini index. Integrated Relative Lift is defined and discussed.

Keywords: Credit scoring, Quality indexes, Gini index, Lift, Integrated Rel-
ative Lift
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A Generative Model for Rank Data Based on
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Abstract. Rank data arise from a sorting mechanism which is generally unob-
servable for the statistician. Assuming both that this mechanism relies on paired
comparisons and that it aims to minimize their number, the insertion sorting algo-
rithm is one of the best candidates. A Bernoulli event can be naturally introduce in
the paired comparison step, leading to an original probabilistic generative model for
rank data which depends on the initial presentation order. Its theoretical proper-
ties are studied among which unimodality, symmetry and identifiability. In addition,
maximum likelihood principle can be easily performed through an EM algorithm
thanks to an unobserved latent variables interpretation of the model. Finally, an
illustration of adequacy between the proposed model and rank data resulting from
a general knowledge quiz suggests the relevance of our proposal.

Keywords: EM algorithm, insertion algorithm, quiz data, rank data, sorting
process.
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Slimming down a high-dimensional binary
datatable: relevant eigen-subspace and

substantial content
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Abstract. Determining the number of relevant dimensions in the eigen-space of
a data matrix (Cattell (1966), Bouveyron et al. (2009)) is a central issue in many
data-mining applications. We tackle here the sub-problem of finding the “right”
dimensionality of a type of data matrices often encountered in the domains of
text or usage mining: large, sparse, high-dimensional binary datatables. We present
here the application of a randomization test (Cadot (2006)) to this problem. We
validate our approach first on an artificial dataset featuring a two-cluster structure
and a power-law distribution of the attributes (Newman (2005)), then on a real
documentary data collection, i.e. 1900 documents described in a 3600 keywords
dataspace, where the actual, intrinsic dimension appears to be 28 times less than
the number of keywords - an important information when preparing to cluster
or discriminate such data. We also present preliminary results on the problem of
clearing non-essential information bits out of the datatable.

Keywords: randomization test, dimensionality reduction, data reconstitu-
tion, power-law distribution
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Analysis via Polynomial Transformations
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Abstract. In the framework of the Total Quality Management, earlier studies
have suggested that enterprises could harness the predictive power of Learning
Management System (LMS) data to develop reporting tools that identify at-risk
customers/consumers and allow for more timely interventions (Macfadyen and
Dawson (2010)). The Customer Interaction System collects different information
on customers/consumers by database and data-warehouse dealing with customers
handled by the Consumer Affairs and Customer Relations contact center within
a company. To support decision making in customer-centric planning tasks, ex-
ploratory multivariate data analysis is an important part of corporate data mining.
Among different exploratory tools, we focus on Multiple Correspondence Analysis
(Greenacre (1984)) via polynomial transformations (OMCA; Lombardo and Meul-
man (2010), Lombardo and Beh (2010)) to deal with ordered categorical variables
and nominal ones too. By OMCA we can easily monitor the overall (dis)satisfaction
with respect to the service aspects, where ordered categorical variables or Likert
items are involved. By OMCA we automatically obtain clusters of individuals or-
dered with respect to the ordered categories of responses (no satisfaction, almost
satisfaction, good satisfaction, etc). By focusing on the discoveries of actionable
patterns in customer data, the marketers or other domain experts make easier to
determine actions that should be taken once the customer patterns are discovered.

Keywords: data mining, customer satisfaction, ordered multiple correspon-
dence analysis, customer classification

References

GREENACRE, M. (1984): Theory and Applications of Correspondence Analysis.
Academic Press, London.

LOMBARDO, R. and BEH, E.J. (2010): Simple and Multiple Correspondence
Analysis for Ordinal-scale Variables using Orthogonal Polynomials. Journal
of Applied Statistics, in press.

LOMBARDO, R. and MEULMAN, J. (2010): Multiple Correspondence Analysis
via Polynomial Transformations of Ordered Categorical Variables. Journal of
Classification 10, 32-48.

MACFADYEN, L. P. and DAWSON, S. (2010): Mining LMS data to develop an
early warning system for educators: A proof of concept. Computers & Educa-
tion 54 (2), 588-599.



78 CP10: Time Series Analysis & Signal Processing 2

Structural Modelling of Nonlinear
Exposure-Response Relationships for

Longitudinal Data

Xiaoshu Lu and Esa-Pekka Takala

Finnish Institute of Occupational Health
Topeliuksenkatu 41 a A, FIN-00250 Helsinki, Finland,xiaoshu@cc.hut.fi

Abstract. Exposure-response relationships are of interest in many epidemiolog-
ical, medical and other applications. Most commonly, linear relationships are ex-
amined. However, many longitudinal data show a remarkable dynamic and non-
linear characteristic, which requires a structure-based approach to elucidate the
nonlinear exposure-response relationship behind the data. Exposure and response
can have strong nonlinear association and no linear correlation. In this paper, we
develop a new model for longitudinal data to address these challenges. The method-
ology includes time series analysis to estimate unobserved components for exposure
and response, and to model their dynamic and structural relationship in a fixed-
effects form for each subject. An extension of the fixed-effects form to mixed-effects
model for all subjects is proposed and the relevant methods for estimating variance-
covariance and correlation matrices are presented. The model-building procedure
is explained. The performance of the model is demonstrated using the hypothetical
data.

Keywords: structural modelling, exposure-response relationship, nonlinear,
longitudinal data
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Abstract. Outliers in time series are more complex than in the other situations,
where there is no temporal dependence in the data (see Muller and Yohai (2007)).
The outliers can have an arbitrarily negative influence on parameter estimates for
time series models, and the nature of this influence depends on the type of outlier.

In this paper we propose two strategies for robust estimation of ARMA and
GARCH models. The propositions are based on two statistical depth functions,
namely regression depth introduced by Rousseeuw and Hubert (for details see e.g.
Van Aelst and Rousseeuw (2000)) and general band depth function introduced by
Pintado-Lopez and Romo (2006). We study a performance of the propositions on
various time series simulated from ARMA(1,1) and GARCH(1,1) models containing
additive outliers (AO). The Monte Carlo study shows very good properties of the
propositions in terms of robustness to the AO outliers.

The proposed strategy for ARMA(p, q) model estimation is an attractive ap-
proach to robust estimation of the real economic processes parameters. Simula-
tion studies show that our approach is not only more robust than conditional
least squares but also than proposed recently by Muller et al. (2009) modified
M-estimators, and procedures based on robust filters. Note that our user friendly
proposition performs well also in the case of time series without outliers.

Our second proposition performs well in the case of the model estimation on the
basis of several trajectories generated by the same process GARCH(p, q). The tra-
jectories may concern e. g. several stock exchange companies, districts, and goods of
the same kind. The proposition could be also incorporated to a panel data analysis.

Keywords: depth function, robust estimation, ARMA, GARCH
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Abstract. Symbolic data analysis (SDA) proposes an alternative approach to deal
with large and complex data sets. It allows the summarization of these datasets into
smaller and more manageable ones retaining the key knowledge. In this framework,
we propose an approach for the aggregation of complex time series. This approach
is based on a peculiar density plot, called beanplot (Kampstra, 2008). In particular,
we explicitly take in account the Density of the data in the underlying temporal
interval considered. These types of new data can be fruitfully used where there is
an overwhelming number of observations, for example in High Frequency Financial
Data (Drago, Scepi, 2009). At the same time, they can be useful for analyzing the
complex behavior of the markets where we can discover important patterns in the
long time (complex patterns of dependency over the time). In general, Beanplots
can be used in the Exploratory Data Analysis framework as a data visualization
tool at the same way as Stripcharts, Boxplots and Violinplots, where each one,
considered singularly, can be a suitable transformation of histograms. Anyway the
interest in this paper is not to explore the structures of data, but to consider the
possibility of forecasting complex time series by means of these new type of data.
In that sense, the first step is to look for a good parameterization of the Complex
Objects over the time, by indicators of size, location and shape of our data. In
particular we consider a polynomial function as specific measure of the structure
of the object. Successively, the Forecasting process can be performed by using the
VAR model (Lutkepohl,2005). We show the usefulness of this strategy by means of
simulated data.

Keywords: Forecasting, Symbolic Data Analysis, Beanplot

References

DRAGO, C. and SCEPI, G. (2009): Univariate and Multivariate Tools for Visual-
izing Financial Time Series. In Ingrassia S. and Rocci R. (eds.) Proceedings of
Seventh Meeting of the Classification and Data Analysis Group of the Italian
Statistical Society Cleup editore, Catania 481–485.

KAMPSTRA, P. (2008): Beanplot: A Boxplot Alternative for Visual Comparison
of Distributions Journal of Statistical Software, 28.

LUTKEPOHL, H. (2005): New Introduction to Multiple Time Series Analysis.
Springer.



CP10: Time Series Analysis & Signal Processing 2 81

The Financial Crisis of 2008: Modelling the
Transmission Mechanism Between the Markets
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Abstract. During recent years, we have seen how financial crises have extended
geographically to the markets around the world. In this work we investigate how the
current failures of the United States financial institutions have affected most of the
stock markets in the world. First, we apply Time Series Factors Analysis (TSFA)
in order to reduce the dimensionality of the number of indexes and obtain a lower
number of new factors that can be related to regions. Then we use the dynamic
conditional correlation (DCC) model to analyze the linkages between these regions.
Our approach allows us to distinguish between contagion and interdependence. The
results show evidence of a contagion effect between some regions.

Keywords: Contagion,Multivariate Volatility, Time Series Factor Analysis
and Dynamical Conditional Correlation
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2 Facultad de Ciencias Económicas y Empresariales, Universidad Autónoma de
Madrid, Spain, jr.puerta@uam.es
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Abstract. In this work we propose a new model, that allows to extract condition-
ally heteroskedastic common factors from a vector of series. These common factors,
their relationship with the original vector of series, as well as the dynamics affect-
ing both their conditional mean and variance are jointly estimated. Considering
that ARCH and GARCH effects can be handled under the state-space formulation
(Harvey et al., 1992), the estimation of the model is carried out in this way. The
new model proposed is applied to extract seasonal common dynamic factors as well
as common volatility factors for electricity prices. Then, the estimation results are
used to forecast electricity prices and their volatilities in the Spanish Market.

Keywords: forecasting, dimensionality reduction, electricity prices, condi-
tional heteroskedasticity.
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Abstract. In this paper, we propose a Gibbs sampling algorithm to detect additive
isolated outliers and patches of outliers in ARMAX and bilinear time series models
with Bayesian view. First, we use some methods to delete the influence of input
process in ARMAX model, and then mining outliers and patches in ARMAX series
based on the former work. Second, we also detect the outliers and patches in bilinear
models by analogous method. It is shown that our procedure could reduce possible
masking and swamping effects, which is an improvement and extension on ARMA
models over the existing detection methods. At last, simulated examples show that
we acquire better results.

Keywords: nonlinear time series, ARMAX model, bilinear models, outlier
patches, Gibbs sampler
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Abstract. This paper is devoted to the study of PLS regression in the presence of
noise that could affect the quality of the results. To solve this problem, we suggest
a hybrid approach which combines PLS regression and wavelet-based thresholding
techniques. The proposed method is validated via a simulation study and subse-
quently applied to petroleum data. Empirical results show the relevance of the
selected approach and contribute to a better modelling of the series of study.
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Abstract. This paper proposes a testing method for detecting the difference of
two means or mean curves in longitudinal data using the circular block bootstrap.
For the detection of mean difference, we consider four types of test statistics. Monte
Carlo simulations are carried out in order to examine the sizes and powers of the
proposed test.

Keywords: circular block bootstrap, resampling, longitudinal data, compar-
ison of mean curves
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Abstract. Bayesian hierarchical models are attractive structures for conducting
regression analyses when the data are subject to missingness. However, the req-
uisite probability calculus is challenging and Monte Carlo methods typically are
employed. We develop an alternative approach based on deterministic variational
Bayes approximations. Variational Bayes methods are a family of approximate in-
ference techniques based on the notions of minimum Kullback-Leibler divergence
and product assumptions on the posterior densities of the model parameters. They
are known as mean field approximations in the statistical physics literature (Parisi,
1988, Bishop, 2006, Ormerod and Wand, 2009). Both parametric and nonparamet-
ric regression are treated in the case of missing predictor data. We demonstrate
that approximate inference with variational Bayes can achieve good accuracy, but
with considerably less computational overhead. The main ramification is fast ap-
proximate Bayesian inference in parametric and nonparametric regression models
with missing data.

Keywords: Bayesian inference; Directed acyclic graphs; Incomplete data;
Mean field approximation; Penalized splines; Variational approximations.
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Adaptive Histograms from a Randomized
Queue that is Prioritized for Statistically

Equivalent Blocks

Gloria Teng1,2, Jennifer Harlow1,3, and Raazesh Sainudiin1,4
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Abstract. We present a consistent histogram estimator driven by a randomized
queue that is prioritised for a generalized statistically equivalent blocks rule. Such
data-dependent adaptive histograms are formalized as statistical regular sub-pavings
(SRSPs). A regular sub-paving (RSP) or n-tree (Jaulin et al. (2001), Samet (1996))
is an ordered binary tree that recursively bisects a root box X ⊂ Rd along the first
longest side. SRSP augments RSP by mutably caching the recursively computable
and minimally sufficient statistics of the data. We formalise our histogram estimator
as a Markov chain over the space of SRSPs, implement the algorithm and present
simulation results.

Keywords: adaptive histograms, data-dependent partitioning, randomized
priority queue, statistically equivalent blocks, statistical regular sub-paving
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Application of the generalized jackknife
procedure to estimate species richness

Tsung-Jen Shen1 and Wen-Han Hwang2
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Abstract. Many methods are available for estimating the number of species in
a community. However, most of them result in considerable negative bias in ap-
plications, where field surveys typically represent only a small fraction of sampled
communities. The present study develops a new method to estimate species richness
based on the generalized jackknife procedure along with a model assumption asso-
ciated with frequency counts. The proposed estimator is possessed of small bias and
fair interval estimation even with small samples. The performance of the proposed
estimator is compared with several typical estimators via simulation study.

Keywords: diversity, jackknife procedure, quadrat sampling, species richness
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Robust Generalized Additive Models:
mean and dispersion function estimation
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Abstract. Generalized additive models (GAM) are since many years a widely
used method in statistics which extends the well known GLM framework in order
to obtain smooth estimates for the mean function. Different approaches have been
proposed to estimate GAM, in particular Marx and Eilers (1998) propose a direct
modeling with P-splines (P-GAM). As for other regression models, the performance
of GAM can be severely affected by the presence of outliers. We combine the M-
estimator for GLM proposed in Cantoni and Ronchetti (2001) and P-GAM to obtain
estimates which are both smooth and robust, similarly to what is done in Azadeh
and Salibian-Barrera (2009).

One of the assumptions done in GAM is that the dispersion is constant and
known. Real data though, show very often a varying dispersion and we propose
methods to estimate the dispersion, as well as the mean, as a function of the co-
variates. Dispersion estimation moreover can be of interest in itself in different
applications (e.g. calibration, quality control). The framework for the mean and
the dispersion estimation builds further on work done by Gijbels, Prosdocimi and
Claeskens (2010).

Keywords: Dispersion estimation, Generalized Additive Models, M-estimation
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A Test Statistic for Weighted Runs

Frederik Beaujean and Allen Caldwell

Max Planck Institute for Physics, Munich, Germany

Abstract. A new test statistic based on success runs of weighted deviations is
introduced. Its use for observations sampled from independent normal distributions
is illustrated with a real life example. The new statistic supplements the classic
χ2 test which ignores the ordering of observations. The exact distribution of the
statistic in the non-parametric case is derived and an algorithm to compute p-values
is presented. The computational complexity of the algorithm is given in terms of
the number of integer partitions.

Keywords: Goodness of fit, Success runs, χ2, Measurements with Gaussian
uncertainty
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Ensembled Multivariate Adaptive Regression Splines

with Nonnegative Garrote Estimator

Hiroki Motogaito1 and Masashi Goto2
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2 Biostatistical Research Association, NPO. 2-22-10-A411 Kamishinden,
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Abstract. In regression problems, among the most important goals are (i) to ob-
tain a lower prediction error and (ii) to interpret the regression relationships. Fried-
man’s multivariate adaptive regression splines (MARS) method that constructs ba-
sis functions with the interaction effects is a very powerful data-driven technique
from the viewpoint of (i); further, the single tree-based structure built by MARS is
good from the viewpoint of (ii). In terms of (i), however, the naive MARS is often
inferior to machine learning methods like tree ensembles. On the other hand, tree
ensembles have drawback in terms of (ii) such as variable selection and difficulty
to visualize. Further, to address (i) and (ii), better prediction, variable selection
and easy to visualize are essential. Shrinkage estimators can help deal with such is-
sues. Recently, especially in the context of linear regression, Breiman’s nonnegative
garrote estimator and Tibshirani’s least absolute shrinkage and selection operator
(lasso) estimator have been shown to be stable estimators with variable selection
that often outperform the other estimators. In this paper, we focus on nonnega-
tive garrote to incorporate the shrinkage estimators into the tree-based ensembled
MARS model and propose a new version of MARS. The proposed method generates
diverse basis functions of MARS model with ensembled technique and selects opti-
mal basis functions and nodes from the ensembled trees using nonnegative garrote.
The new method is easy to interpret because of a single-tree output format, Fol-
lowing this, we evaluate the performance of the proposed method using a literature
example and small simulations.

Keywords: regression trees, prediction, interpretability, pruning
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Abstract. There are differences between parametric and nonparametric regression
models. This difference can be quantified with the use of numerical techniques such
as bootstrapping. Bootstraping method uses numerical computing and variance
formula to get an estimate of the standard error and its confidence interval (Efron
and Tibshirani (1991), (1993)). There are two basic ways to bootstrap a regression.
First the predictors can be treated as random (Random-x Resampling), changing
from sample to sample, and as the second method the predictors can be treated
as fixed (Fixed-x Resampling)(Fox (2002)). In this study “Fixed-x Resampling”
is employed with three different methods for resampling the residuals: 1- From
the set of residuals selecting randomly the bootstrap sample of the residuals and
attaching the randomly resampled residual to the response variables 2- For the
set of residuals calculating the standard deviation σ, generating a random variable
from N(0 , σ2) and attaching this random variable to the response variables 3- From
the set of residuals in each bootstrap sample all residuals are randomly multiplied
by 1 or -1 and then reattached to its fitted values. In this study as regression
models, we employed Least Squares Estimate, Multivariate Adaptive Regression
Splines (MARS) (Friedman (1991)), Loess Smoothing, Local Linear Estimator and
Nadaraya-Watson Estimator (Martinez and Martinez (2002)). Standard errors and
their confidence intervals are calculated for statistics such as MSE and R2.

Keywords: Bootstrapping, Nonparametric Regression, Loess Smoothing, MARS
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Statistical inference for Rényi entropy of
integer order
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Abstract. Entropy and its various generalizations are widely used in mathematical
statistics, communication theory, physics and computer science. A class of estima-
tors of Rényi entropy of any order are studied in Leonenko et al. (2008). Estimators
of quadratic Rényi entropy for discrete and continuous distributions are studied in
Leonenko and Seleznjev (2009). We introduce a new class of estimators of integer
order Rényi entropy for discrete and continuous distributions. The estimators are
based on the inter-point distances in the i.i.d. sample of vectors. We show some
properties, e.g., consistency and asymptotic normality. We also study estimators
based on m-dependent stationary samples. The proposed estimators can be used in
various problems in mathematical statistics and computer science (e.g., distribution
identification problems; average case analysis for random databases; the height of
digital trees in information theory; approximate pattern matching in bioinformatics;
clustering).

Keywords: Entropy estimation, Rényi entropy, U-statistics

References

LEONENKO, N., PRONZATO, L. and SAVANI, V. (2008): A class of Rényi infor-
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Modelling of extreme events in linear models
and two-step regression quantiles

Jan Dienstbier
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Studentská 2, 461 17 Liberec, Czech Republic, jan.dienstbier@tul.cz

Abstract. We work with the linear model and two-step regression quantiles intro-
duced by Jurečková and Picek (2005). In the contribution we aim to an approx-
imation of the distribution of the errors in the model. We are interested chiefly
in an estimation of the extremal properties of the distribution, i.e. in the extreme
value index of the appertaining extreme value distribution, which is a key factor
controlling the rate of appearing rare events. Usual methods such as empirical dis-
tribution function or kernel estimates are not suitable for such tasks. However, it
turns out that all necessary information is stored in the residuals of R-estimates of
the slope in the model. Hence two-step regression quantiles and similar approaches
based on quantile sensitive methods such as regression quantiles of Koenker and
Basset (1978) are appropriate tools for our problem. We compare the two-step re-
gression quantiles approach with other methods already discussed in the literature.
The comparison si made on the basis of simulation study as well as on real data
cases such as Condroz data introduced in this context by Beirlant et al. (2004).

Keywords: two-step regression quantile, R-estimator, regression quantile,
extreme value index
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67, 227–252.

KOENKER, R. and BASSET, G. (1978): Regression quantiles Econometrica 46,
35–50.

94 SP2: Nonparametric Statistics



Non Parametric Confidence Intervals
for ROC Curves Comparison
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Abstract. Performance evaluation of two diagnostic systems is a problem that
can be approached through ROC curves, in particular, the Area Under the ROC
Curve (AUC) index. When there are crossings between the two ROC curves, the
comparison strictly based on the AUC index does not permit the realization of the
differences between the two diagnostic systems.

In this work we present a new methodology based on ROC curves for the com-
parison of two diagnostic systems. The main idea is based on a multiobjective
approach in which several Pareto frontiers must be compared (Deb (2001)). Since
the points belonging to ROC curves can be perceived as different trade-offs between
specificity and sensitivity, a sampling process is used to determine the distribution
of areas in ROC space.

The proposed approach defines two performance measures (extension and loca-
tion) that allow the evaluation of the regions where a curve is superior to another.
Based on bootstrap sampling, non parametric confidence intervals are established
(Pepe (2003)).

Several simulations were carried out in order to compare our approach with
other approaches (Zhang et al. (2002)). Using different seeds, 200 datasets were
generated, with disease and non disease samples of equal size (25,50,100) according
to normal distributions: XND ∼ N(50, 25) and XD ∼ N(60, 25).

The results show that the proposed methodology provides a performance similar
to other approaches, with the advantage of comparing the curves either globally or
in specific regions of the ROC space.

Keywords: ROC curves, simulation, bootstrap
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Non-Parametric Estimation of Forecast
Distributions in Non-Gaussian State Space

Models
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Abstract. In the spirit of an evolving literature in which probabilistic forecasting
is the focus (see Diebold et al. (1998), Freeland and McCabe (2004), Gneiting et
al. (2007) and Czado et al. (2009) for key contributions), we develop a new method
for estimating the full forecast distribution of non-Gaussian time series variables.
In contrast to the existing literature, in which the focus is almost exclusively on
the specification of strict parametric models, a flexible non-parametric approach is
adopted here, with a view to producing accurate distributional forecasts, no mat-
ter what the nature of the true data generating process. The method is developed
within the general framework of non-Gaussian, non-linear state space models, with
the distribution for the observed non-Gaussian variable, conditional on the latent
state(s), estimated non-parametrically. The requisite recursive filtering and predic-
tion distributions required to evaluate both the likelihood function and the one
step-ahead forecast distribution, are estimated via an algorithm that is closed-form
up to the solution of one- (or two-) dimensional integrals at each time point, defined
only over the standardized support of the measurement error. Standard determin-
istic integration techniques can then be used to estimate the relevant integrals. The
method is illustrated using a variety of financial models. Most notably, it is used
to produce sequential, real time estimates of the forecast distribution of realized
volatility in the period leading up to the recent financial turmoil.

Keywords: Probabilistic Forecasts; Non-parametric Maximum Likelihood;
Realized Volatility
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Model based clustering and reduction for high
dimensional data, Multivariate Data Analysis

Nikolaus Kriegeskorte1
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nikokriegeskorte@gmail.com

Abstract. Perceptual and cognitive content is thought to be represented in the
brain by patterns of activity across populations of neurons. In order to test whether
a computational model can explain a given population code and whether corre-
sponding codes in man and monkey convey the same information, we need to quan-
titatively relate population-code representations. I will give a brief introduction to
representational similarity analysis (RSA), a particular approach to this problem.

A population code is characterized by a representational dissimilarity matrix
(RDM), which contains a dissimilarity for each pair of activity patterns elicited by
a given stimulus set. The RDM encapsulates which distinctions the representation
emphasizes and which it deemphasizes. By analyzing correlations between RDMs
we can test models and compare different species. Moreover, we can study how
representations are transformed across stages of processing and how they relate to
behavioral measures of object similarity.

I will use an example from object vision to illustrate the methods potential to
bridge major divides that have hampered progress in systems neuroscience.

Keywords: Population code, Similarity, Distance
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The NPAIRS Computational Statistics
Framework for Data Analysis in Neuroimaging
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Abstract. We introduce the role of resampling and prediction (p) metrics for
flexible discriminant modeling in neuroimaging, and highlight the importance of
combining these with measurements of the reproducibility (r) of extracted brain
activation patterns. Using the NPAIRS resampling framework we illustrate the use
of (p, r) plots as a function of the size of the principal component subspace (Q) for
a penalized discriminant analysis (PDA) to: optimize processing pipelines in func-
tional magnetic resonance imaging (fMRI), and measure the global SNR (gSNR)
and dimensionality of fMRI data sets. We show that the gSNRs of typical fMRI
data sets cause the optimal Q for a PDA to often lie in a phase transition region
between gSNR ' 1 with large optimal Q versus SNR � 1 with small optimal Q.

Keywords: prediction, reproducibility, penalized discriminant analysis, fMRI
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Abstract. The IMAGEN study—a very large European Research Project—seeks
to identify and characterize biological and environmental factors that influence
teenagers mental health. To this aim, the consortium plans to collect data for more
than 2000 subjects at 8 neuroimaging centres. These data comprise neuroimaging
data, behavioral tests (for up to 5 hours of testing), and also white blood samples
which are collected and processed to obtain 650k single nucleotide polymorphisms
(SNP) per subject. Data for more than 1000 subjects have already been collected.
We describe the statistical aspects of these data and the challenges, such as the
multiple comparison problem, created by such a large imaging genetics study (i.e.,
650k for the SNP, 50k data per neuroimage). We also suggest possible strategies, and
present some first investigations using uni or multi-variate methods in association
with re-sampling techniques. Specifically, because the number of variables is very
high, we first reduce the data size and then use multivariate (CCA, PLS) techniques
in association with re-sampling techniques.
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Abstract. The present paper studies some computational challenges for the deter-
mination of the probability of ruin of an insurer, if excess of loss reinsurance with
reinstatements is applied. In the setting of classical risk theory, a contractive inte-
gral operator is studied whose fixed point is the ruin probability of the cedent. We
develop and implement a recursive algorithm involving high-dimensional integra-
tion to obtain a numerical approximation of this quantity. Furthermore we analyze
the effect of different starting functions and recursion depths on the performance of
the algorithm and compare the results with the alternative of stochastic simulation
of the risk process.

Keywords: reinsurance, integral operator, ruin probability, high-dimensional
integration
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Computation of the Aggregate Claim Amount
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Abstract. actuar is a package providing additional Actuarial Science function-
ality to the R statistical system. This paper presents the features of the package
targeted at risk theory calculations. Risk theory refers to a body of techniques to
model and measure the risk associated with a portfolio of insurance contracts. The
main quantity of interest for the actuary is the distribution of total claims over a
fixed period of time, modeled using the classical collective model of risk theory.

actuar provides functions to discretize continuous distributions and to com-
pute the aggregate claim amount distribution using many techniques, including the
recursive method and simulation. The package also provides various plotting and
summary methods to ease working with aggregate models.

Keywords: risk theory, aggregate models, compound distribution, R, actuar
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Applications of Multilevel Structured Additive
Regression Models to Insurance Data
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Abstract. Models with structured additive predictor provide a very broad and
rich framework for complex regression modeling. They can deal simultaneously with
nonlinear covariate effects and time trends, unit- or cluster specific heterogeneity,
spatial heterogeneity and complex interactions between covariates of different type.
In this paper, we discuss a hierarchical version of regression models with structured
additive predictor and its applications to insurance data. That is, the regression
coefficients of a particular nonlinear term may obey another regression model with
structured additive predictor. The proposed model may be regarded as a an ex-
tended version of a multilevel model with nonlinear covariate terms in every level
of the hierarchy. We describe several highly efficient MCMC sampling schemes that
allow to estimate complex models with several hierarchy levels and a large number
of observations typically within a couple of minutes. We demonstrate the usefulness
of the approach with applications to insurance data.

Keywords: Bayesian hierarchical models, multilevel models, P-splines, spa-
tial heterogeneity
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Abstract. A domain where recombination does not occur often, yet maintained
linkage disequilibrium exists on DNA sequence is known as a “haplotype block” or
“LD block”. Many methods are available to identify LD blocks using disequilibrium
parameters, such as the well-known Gabriel’s method on Haploview, and so on.
After identifying LD blocks, we can also select tagging SNPs for these LD blocks
such as Tagger on Haploview, etc. We considered that Echelon analysis can be
applied to identify LD block and to select tagging SNPs, and report herein that the
comprehensive method can be applied according to our new method using Echelon
analysis. The results of numerical examples are also provided.

Keywords: spatial data analysis, DNA data, haplotype, tagging SNP
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Abstract. Pharmacokinetic parameters are important for clinical application. Tra-
ditionally, compartmental model together with non-compartmental approach are
commonly adopted to deal with the analysis of pharmacokinetic data. In this study,
we apply the alternative generalized linear model as proposed by Wakefield (2004)
to the breath alcohol measurements of Chinese subjects in Hong Kong. Both com-
partmental and generalized linear models are fitted to each subject involved. Four
core pharmacokinetic parameters including the time to maximum blood alcohol
concentration (BAC) level, the BAC level attained at peak, the rate of clearance
and elimination half-life are examined. The parameter estimates under the two
models are then compared. Finally, we also extend the concept from the individual
to the population level.

Keywords: Blood alcohol concentration, One-compartment model, General-
ized linear model, Nonlinear mixed model, Generalized linear mixed model.
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Abstract. Abstract. The aim of this study is to formulate a suitable Item Re-
sponse Theory (IRT) based model to measure HRQoL (as latent variable) using a
mixed responses questionnaire and relaxing the hypothesis of normal distributed
latent variable. The new model is a combination of two models already presented
in literature, that is a latent trait model for mixed responses and an IRT model for
Skew Normal latent variable (Moustaki (1996); Bazan et al. (2004)). It is developed
in a Bayesian framework. A Monte Carlo Markov chain procedure is used to gener-
ate samples of the posterior distribution of the parameters of interest. The proposed
model was tested on a questionnaire composed by 5 discrete items and one continu-
ous to measure HRQoL in children, the EQ-5D-Y questionnaire (Ravens-Sieberer et
al. (2010)). A large sample of children collected in the schools was used. The model
was formulated as WINBUGS code and the estimates of the parameters were ob-
tained using a Bayesian procedure, more flexible than the likelihood methods and
similarly in the results. In comparison with a model for only discrete responses and
a model for mixed responses and normal latent variable, the new model has better
performances, in term of deviance information criterion (DIC), chain convergences
times and precision of the estimates.

Keywords: IRT Model, Skew Normal Distribution, Health-Related Quality
of Life.
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Abstract. This paper is the result of teamwork carried out during an advanced
course of Health Statistics. Our aim was to apply the multilevel models (Hox (2002))
learned on the course to some concrete research problems without using any fiscal
resources. We used the WHO health databases to compare Standardized Death
Ratios (SDR) due to Circulatory System Diseases in twenty representative Euro-
pean countries between 1992 and 2003 (World Health Organization (2002)) and
to explain the role played by socio-economic and lifestyle indicators using a mul-
tilevel approach (years nested in countries). The data shows a general decrease in
SDR for Circulatory System Diseases in Europe between 1992 and 2003 (Levi et al.
(2002); (Nolte et al.(2005)). However there are wide differences in levels and trends
of mortality between Southern, Northern and Central European countries (low level
and evident decrease) and the Eastern Europe and Former Soviet countries (higher
level and more confused trends). An epidemiological transition is currently occur-
ring in Europe. Western countries are leading with a lower and decreasing level
of SDR for circulatory system mortality. Some Eastern countries and all Former
Soviet Republics show opposite results but a change in their health and economic
policies may accelerate the reduction in this gap. This paper underlines the power
of research based on free online institutional databases, especially for health policy
makers who often require accurate but expensive health information.

Keywords: Multilevel models, Circulatory system mortality, European Health
database
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Abstract. In clinical trials, more than one visit for efficacy evaluation are sched-
uled and the analysis for longitudinal data is required. LOCF ANCOVA model is
usually chosen. The LOCF approach assumes the missing data MCAR. But since
the assumptions are often unrealistic and thus it is not the best choice. TVCM
is applied to clinical trial data for evaluation of the drug treatment varying with
time. The inference on the model is conducted by a simple linear smoothing func-
tion. The knots of the smoothing function are identified according to the scheduled
patient’s visits. The inference on the model can be conducted in the context of
the mixed model methodology and software. From the results of the case study for
sample clinical trial data, TVCM was superior to LOCF ANCOVA and MMRM
approaches in terms of evaluating the treatment effect coupled with time variation
in the early phase of the treatment in particular.

Keywords: time-varying coefficient model, linear smoothing, last observation
carried forward, repeated measures mixed-effects model
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Abstract. We consider two-group robust linear discriminant rules that are ob-
tained by replacing the empirical means and covariance in the classical discrimi-
nant rules by S or MM-estimates of location and scatter (see e.g. Croux and Dehon
(2001)). We consider the problem of selecting the variables that are relevant for
separating the two groups. To test which variables contribute significantly to the
canonical variate, and thus the discrimination of the classes, we propose a test
based on the bootstrap distribution of the canonical variate. The bootstrap is a
powerful nonparametric way of obtaining inference. However, classical bootstrap
methods are time-consuming when robust estimates are involved and may not be
robust. To avoid these problems of the classical bootstrap, Salibian-Barrera and
Zamar (2002) introduced the fast and robust bootstrap method to approximate the
bootstrap distribution in a consistent way. The fast and robust bootstrap was first
developed for robust regression and later extended to multivariate settings such
as principal component analysis (Salibian-Barrera et al. (2006,2008)). We will use
the fast robust bootstrap to estimate the sampling distribution of the canonical
variate. Based on this distribution we can test whether each of the coefficients of
the canonical variate differs significantly from zero or not. This test can be used
in variable selection procedures in which, for example, the least relevant variables
is removed from the model in a stepwise manner. The performance of the proce-
dure will be investigated by simulations and the method will be illustrated with
examples. Extensions to settings with more than two groups will also be discussed.

Keywords: bootstrap, linear discriminant analysis, robustness, variable se-
lection
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Abstract. Several two-dimensional linear discriminant analysis LDA (2DLDA)
methods have received much attention in recent years. Among them, the 2DLDA,
introduced by Ye, Janardan and Li (2005), is an important development. However,
it is found that their proposed iterative algorithm does not guarantee convergence.
In this paper, we assume a separable covariance matrix of 2D data and propose
separable 2DLDA which can provide a neatly analytical solution similar to that for
classical LDA. Empirical results on face recognition demonstrate the superiority of
our proposed separable 2DLDA over 2DLDA in terms of classification accuracy and
computational efficiency.

Keywords: LDA, 2DLDA, two-dimensional data, face recognition
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Abstract. In this paper we propose two new classification rules for skewed dis-
tributions. They are based on the adjusted outlyingness (AO), as introduced in
Brys et al. (2005) and applied to outlier detection in Hubert and Van der Veeken
(2008). The new rules combine ideas of AO with the classification method proposed
in Billor et al. (2008). We investigate their performance on simulated data, as well
as on a real data example. Throughout we compare the classifiers with the recent
approach of Hubert and Van der Veeken (2010) which assigns a new observation to
the group to which it attains the minimal adjusted outlyingness. The results show
that the new classification rules perform better when the group sizes are unequal.

Keywords: robustness, classification, outlyingness
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Abstract. In this note we present a fresh look at an old problem: that of identifying
groups of cohesive observations lying in moderately large spaces when the dataset
is potentially contaminated by an unknown number of outliers. The solution we
introduce here is invariant to affine transformations, does not place assumptions
on the number of clusters, the function governing their distribution or the share of
contamination by outliers. Finally, our procedure is supported by a scalable, stable
and efficient.
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Abstract. Clustering is one of the most widely used procedures in the analysis
of microarray data, with the goal of discovering cancer subtypes based on ob-
served heterogeneity of genetic marks between different tissues. It is well-known
that in such high-dimensional settings, the existence of many noise variables can
overwhelm the few signals embedded in the high-dimensional space. We propose a
novel Bayesian approach based on Dirichlet process with a sparsity prior that si-
multaneously performs variable selection and clustering, and also discover variables
that only distinguish a subset of the cluster components. Unlike previous Bayesian
formulations, we use Dirichlet process (DP) for both clustering of samples as well as
for regularizing the high-dimensional mean/variance structure. To solve the compu-
tational challenge brought by this double usage of DP, we propose to make use of a
sequential sampling scheme embedded within Markov chain Monte Carlo (MCMC)
updates to improve the naive implementation of existing algorithms for DP mixture
models. Our method is demonstrated on a simulation study and illustrated with
the leukemia gene expression dataset.

Keywords: Dirichlet process, Markov chain Monte Carlo, Sequential sam-
pling, Sparsity prior
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Abstract. Non-parametric estimates of survival and hazard function belongs to
the basic instruments in survival analysis. In previous papers methods of kernel
estimates involving growth models of cancer cells were designed by author’s col-
leagues. To verify the quality of these methods the tests on the simulated data were
suggested.

During the test procedure some theoretical problems appeared. They concerned
especially additional requests for distribution of simulated censoring data. The
problems were largely resolved and and estimation procedures were successfully
tested on simulated data. This paper summarizes the achievements.

Research supported by MŠMT of Czech Republic, no. LC06024.
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Abstract. We propose an iterative algorithm for nonparametric estimation for fi-
nite mixtures of multivariate random vectors which has connections with the EM
algorithm. The vectors are assumed to have independent coordinates conditionally
to their mixture component, but otherwise their density functions may be non-
parametric, or may be partially specified (semiparametric). This algorithm is much
more easily applicable than existing algorithms in the literature. Several versions
of it can be defined, and in particular we discuss here adaptive bandwidth issues
for the involved kernel density estimates. An illustration using our implementation
in the mixtools package for the R statistical software is given.

Keywords: EM algorithm, kernel density estimation, multivariate mixture,
nonparametric mixture.
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Abstract. In this study, we examine data measured repeatedly for a single sub-
ject over time, which is called longitudinal data. In particular, repeated measures
ANOVA(Winer et al., 1991) is commonly used. However, assumption of normality
is not always satisfied and validity of parametric approach as repeated measures
ANOVA is suspected. As a way to weaken the requirements of such parametric
approaches, we would like to consider the use of a method that utilizes rank and
does not depend upon distribution.

Brunner & Puri (1996) defined relative effects to describe treatment effects in
general nonparametric designs. Relative effects are drawn from empirical distrib-
utions and inferred by the rank of observations; accordingly, approximation using
relative effects is called the rank empirical distribution (RED) method.

We applied the RED method to an actual case with longitudinal data, and
compared the analysis results with those of repeated measures ANOVA. The results
showed a case of differing results between repeated measures ANOVA and the RED
method. Then, we conducted some simulations in which underlying distribution is
supposed to be normal or skewed, and investigated whether for group effect, time
effect and interaction the power of two method is different. As a result of the
simulations, for group effect, time effect and interaction the power of both methods
is almost the same in normally distributed data. And for group effect, time effect and
interaction the power of RED method was higher than repeated measures ANOVA
in skewed data. So the RED method is suggested to be useful for longitudinal data
analysis.

Keywords: repeated measures, cumulative distribution function, relative ef-
fect
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boulevard du Rectorat, 7 Bât.31, B-4000 Liège, Belgium,
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Abstract. Consider the regression model Y = m(X) + σ(X)ε, where m(X) =
E[Y |X] and σ2(X) = V ar[Y |X] are unknown smooth functions and the error ε
(with unknown distribution) is independent of X. The pair (X, Y ) is subject to
generalized selection bias and the response to right censoring. We construct a new
estimator for the cumulative distribution function of the error ε, and develop a
bootstrap technique to select the smoothing parameter involved in the procedure.
The estimator is studied via extended simulations and applied to real unemployment
data.

Keywords: Nonparametric regression, selection bias, right censoring, boot-
strap, bandwidth selection
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Abstract. The selection of the smoothing parameter represents a crucial step in
local polynomial regression, due to the implications on the consistency of the non-
parametric estimator and to the difficulties in the implementation of the selection
procedure. In order to capture the complexity of the unknown regression curve, a
local variable bandwidth may be used, but this may increase the variability of the
estimates and the computational costs. This paper focuses on the problem of esti-
mating the smoothing parameter adaptively on the support of the function, after
evaluating the effective gain in using a local bandwidth rather than a global one.

Keywords: kernel regression, variable bandwidth selection, dependent data.
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Michal Černý,1 Milan Hlad́ık2 and Veronika Skočdopolová1
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Abstract. We study the computational complexity of the problem to find a c-
optimal experimental design over a finite experimental domain. We construct in-
stances of the problem which are computationally very difficult: we show how any
algorithm for c-optimality can be used for integer factoring and hence for break-
ing the RSA cryptographic protocol. These ‘hard’ instances can also be used as a
benchmark for testing algorithms for finding c-optimal designs.

Keywords: c-optimal experimental design, cryptography, RSA, integer fac-
toring
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Abstract. A new methodology for solving discrete optimization problems by the
continuous approach has been developed in this study. A discrete Fourier series
method was derived and used for re-formulation of discrete objective functions
as continuous functions. Particle Swarm Optimization (PSO) was then applied to
locate the global optimal solutions of the continuous functions derived. The contin-
uous functions generated by the proposed discrete Fourier series method correlated
almost exactly with their original model functions. The PSO algorithm was ob-
served to be highly successful in achieving global optimization of all such objective
functions considered in this study. The results obtained indicated that the discrete
Fourier series method coupled to the PSO algorithm is indeed a promising method-
ology for solving discrete optimization problems via the continuous approach.

Keywords: Discrete Optimization, Fourier Series, Particle Swarm Optimiza-
tion, Simulation, Global Optimization
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Abstract. To explore the “Perturb and Combine” idea for estimating probability
densities, we study mixtures of tree structured Markov networks derived by bagging
combined with the Chow and Liu maximum weight spanning tree algorithm and
we try to accelerate the research procedure by reducing its computation complexity
below the quadratic and keepingg similar accuracy.

We empirically assess the performances of these heuristics in terms of accuracy
and computation complexity, with respect to mixtures of bagged Markov trees
described in Ammar et al. (2009), and single Markov tree CL built using the Chow
and Liu algorithm (Chow and Liu (1968)).

Keywords: density estimation, mixture of trees, Perturb and Combine
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Evolutionary Stochastic Portfolio
Optimization and Probabilistic Constraints

Ronald Hochreiter1
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Abstract. In this paper, we extend an evolutionary stochastic portfolio optimiza-
tion framework to include probabilistic constraints. Both the stochastic programming-
based modeling environment as well as the evolutionary optimization environment
are ideally suited for an integration of various types of probabilistic constraints. We
show an approach on how to integrate these constraints. Numerical results using
recent financial data substantiate the applicability of the presented approach.

Keywords: Probabilistic constraints, portfolio optimization, stochastic opti-
mization, evolutionary algorithms
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Robustness of the Separating Information
Maximum Likelihood Estimation of Realized

Volatility with Micro-Market Noise
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Tokyo, Japan, kunitomo@e.u-tokyo.ac.jp
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Abstract. For estimating the realized volatility and covariance by using high fre-
quency data, Kunitomo and Sato (2008a,b) have proposed the Separating Infor-
mation Maximum Likelihood (SIML) method when there are micro-market noises.
The SIML estimator, which is different from the class of estimation methods de-
veloped by Bandorff-Nielsen et al. (2008), has reasonable asymptotic properties; it
is consistent and it has the asymptotic normality (or the stable convergence in the
general case) when the sample size is large under general conditions including non-
Gaussian processes and volatility models. We show that the SIML estimator has the
asymptotic robustness in the sense that it is consistent and it has the asymptotic
normality when there are autocorrelations in the market noise terms and there
are endogenous correlations between the signal and noise terms. Some simulation
results are given.

Keywords: Realized Volatility with Micro-Market Noise, High-Frequency
Data, Separating Information Maximum Likelihood (SIML), Endogenous Noise,
Aotocorrelated Noise, Asymptotic Robustness
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Augmented Likelihood Estimators
for Mixture Models
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Abstract. The maximum likelihood estimation of mixture models is well-known
to suffer from the degeneracy of mixture components usually caused by singular-
ities in the surface of the likelihood function. We present a new solution to this
problem based on an augmented maximum likelihood scheme dedicated to mix-
ture models and derive different estimators which avoid degeneracy. For some of
them, consistency is ensured. The methodology is general and can straightforwardly
be applied to arbitrary mixture distributions as well as mixture models of higher
complexity, e.g., mixture GARCH models. Simulation studies show that the new
estimators perform well even for relatively small sample sizes, precisely when their
need particularly arises.

Keywords: Mixture Distribution, Maximum Likelihood, Degeneracy
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Using clustering techniques to defining
customer churn in a non-contractual setting
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Abstract. One of the most important tasks in customer relationship management
(CRM) is probably the detection of a customer churn. Data mining techniques have
been used to addressing this issue in contractual settings, as it can be found in the
literature (Xie et al. (2009), for example). However, there are comparatively few
approaches to churn detection in non-contractual settings, as in Buckinx and Poel
(2005). The main reason is the difficulty to establishing a proper definition of churn
in such contexts. In this paper, we propose the use of clustering techniques to obtain
a set of different definitions, either for total and partial defection of customers. Using
real data from a retail company, we compare them numerically from a managerial
point of view and we discuss the advisability of their application.

Keywords: Churn, Data Mining, Clustering, CRM.
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Regional Convergence in Japan:
A Bayesian Spatial Econometrics Perspective

Kazuhiko Kakamu1 and Hajime Wago2

1 Faculty of Law and Economics, Chiba University
Yayoi-cho 1-33, Inage-ku, Chiba, 263-8522, Japan kakamu@le.chiba-u.ac.jp

2 Department of Economics, Kyoto Sangyo University
Motoyama, Kamigamo, Kita-ku, Kyoto, 603-8555, Japan wago@ism.ac.jp

Abstract. Convergence hypothesis is one of the main themes in neoclassical growth
theory. A lot of researches has developed in theoretical and empirical points of view.
Temple (1999) gives an excellent survey regarding the problems in convergence hy-
pothesis. In Japanese cases, for example, Barro and Sala-i-Martin (1992) compared
the β- and σ-convergences using Japanese prefecture and US state data. On the
other hand, although there is no theoretical background, Togo (2002) and Kakamu
and Fukushige (2006) examined Markov transition matrices and showed that the
Ergodic distributions have two or more peaks, that is, non-normality is observed
from the empirical results in Japan.

This paper examines the regional convergence in 1986-2004 in Japan from a
Bayesian point of view. To construct the model to examine regional convergence,
we take into accounts two features of log per capita income in Japan: skewness and
spatial interaction. We combine two-states (high and lower income states) normal
mixture and spatial econometric models. From the empirical results, we can find
that the σ-convergence is observed until 1997 only in higher income state and is
not observed in lower income state. In addition, the source of skewness may be the
changes of variance in higher income state and spatial interaction plays a weak but
important role in Japan.

Keywords: convergence hypothesis, normal mixture model, Markov chain
Monte Carlo (MCMC), spatial autoregressive model
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A generalized confidence interval for the
mean response in log-regression models
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Abstract. The interval estimation of a log-normal mean is investigated when the
log-transformed data follows a regression model that also includes a random effect.
The generalized confidence interval idea is used to derive the confidence interval.
The performance of the interval is numerically investigated, and it is noted that the
interval satisfactorily maintains the coverage probability. The proposed methodol-
ogy is also illustrated using an example.

Keywords: coverage probability, generalized confidence interval, generalized
pivotal quantity, random effects, lognormal distribution
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Importance Sampling
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Abstract. In recent years there has been a considerable interest in copulas from
both the theoreticaland practicalperspectives. G iven p marginaldistribution func-
tions F1,...,Fp, copulas allow to construct a p-variate distribution w ith a given
dependence structure and marginals F1,...,Fp. Thus, this w ay of proceeding sep-
arates the marginaldistributions and the dependence structure.

G eneral and effi cient procedures for sampling copulas are not available, al-
though this is an issue of primary importance. In some cases (elliptical copulas,
some A rchimedean copulas), the existing methods are satisfactory, but for other
copulas (A rchimedean w ith no closed-form Laplace transform, non-A rchimedean),
the only possibility consists in using the inverse of the conditionaldistribution func-
tion of a variable given the remaining ones, w hich is quite cumbersome, in particular
in large-dimensionalproblems.

A daptive Importance Sampling is an extension of standard importance sam-
pling:at each iteration, the method produces a sample simulated from the instru-
mental density and used to improve the IS density itself. It w as first introduced
by C appé et al. (2004), w ho propose to use a mixture distribution as instrumental
density. C appé et al. (2008) extend the algorithm to generalmixture classes.

H ere w e employ A daptive Importance Sampling for sampling various multivari-
ate copulas. Extensive simulation experiments and a real-data application in the
field of financialrisk management show that the technique w orks w elleven w hen p is
large. This is a remarkable result, since the performance of commonly used methods
typically deteriorates very quickly as the dimension of the problem increases. M ore-
over, the experiments allow us to give precise indications about the choice of the
number of mixture populations, the parameters of the population densities and the
sample size, w hich are the main inputs of the algorithm. F inally, the method applies
to any absolutely continuous distribution, so that it has a considerable potential
for the simulation of other (i.e., non copula-based) multivariate distributions.

K eyw ord s: C opulas,A daptive Im portance Sam pling,Mixture distributions
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Abstract. In genetics, Approximate Bayesian Computation (ABC) has become a
popular estimation method for situations where the likelihood function of a model is
unavailable. In contrast to classical, MCMC based Bayesian inference this method
does not introduce missing variables to achieve a tractable model specification but
instead relies on a distance function which measures the distance between some
empirical moments and their population counterparts. An open question is the se-
lection of these moments. In this paper we use an indirect approach with moment
conditions based on the score of an auxiliary model as in the Efficient Method of
Moments approach. We show that these moment conditions constitute a sufficient
summary statistic for the auxiliary model and give conditions under which suffi-
ciency carries over to the structural model of interest. Furthermore, an efficient way
of weighting the different moment conditions is presented.

Keywords: Approximate Bayesian Computation (ABC), Efficient Method of
Moments (EMM), indirect estimation method, Barndorff-Nielsen-Shephard
(BNS) stochastic volatility model, Bayesian inference
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Statistical Data Mining for Computational
Financial Modeling
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Abstract. In this study, a data mining method which calls Chi-Square Automatic
Interaction Detector (CHAID) decision tree algorithm has been used for detecting
financial and operational risk indicators and financial risk profiles, developing a
financial early warning system (FEWS) and obtaining financial road maps for risk
mitigation. Therefore, small and medium sized enterprises (SMEs) in Turkey were
covered and their financial and operational data was used for mentioned purposes.
Financial and operational data of SMEs was obtained from Turkish Central Bank
(TCB) after permission. Operational data which couldnt be access by balance sheets
and income statements for financial management requirements of SMEs collected
via a field study in Ankara. The study covered 7,853 SMEs financial data which
was gathered from TCB and 1,876 SMEs operational data in year 2007. According
to the financial data, SMEs were categorized into 31 different financial risk profiles,
and it was found that 14 financial variables affected financial risk of SMEs. Ac-
cording to the operational data, SMEs were categorized into 28 different financial
risk profiles and it was found that 14 operational variables affected financial risk of
SMEs. As a result, SMEs in financial distress, operational and financial factors that
affected financial risk, financial early warning signals, and road maps were defined
automatically via mentioned profiles.

Keywords: statistical data mining, CHAID, finance, computational financial
modeling
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Abstract. In a recent paper, Arroyo (2010) has introduced a method for forecast-
ing financial time series by locally weighted learning methods, based upon can-
dlesticks. Candlesticks contain open/close prices and low/high prices of an equity
within a certain trading period, plus the binary information whether the opening
price exceeds the closing price or not. We complement this approach by using addi-
tional temporal information from the trading periods, namely the occurrence times
of high and low, and take into account also the variation between closing price of
the previous period, and opening price of the subsequent one. The data thus gath-
ered resemble a zig-zag line like an arrow, and comprise all relevant information.
In addition, de-trending can be done in a straightforward way as in Arroyo (2010).

Keywords: forecasting, k-nearest neighbour
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Abstract. We consider the problem of variable selection via penalized likelihood
using nonconcave penalty fonctions. The Smoothly Clipped Absolute Deviation
(SCAD) estimator, proposed by Fan and Li (2001), has promising theoretical prop-
erties, including continuity, sparsity, and unbiasedness. To maximize the nondif-
ferential and nonconcave objective function, a new algorithm based on local linear
approximation (LLA) was recently proposed by Zou and Li (2008) and which adopts
naturally a sparse representation.This sparse representation is justified by the fact
that some steps of the LLA are based on the well known LARS algorithm. Although
LLA has promising theoretical properties, it inherits some drawbacks of Lasso in
high dimensional setting.

To overcome these drawbacks, we propose a new algorithm based on a mixture
of the linear and quadratic approximations (MLLQA) for maximizing the penal-
ized likelihood for a large class of concave penalty functions.The importance of the
quadratic approximation is that it enables correlated or grouped variables selection.
The same idea was used by Zou and Hastie (2005) with the elastic-net in linear re-
gression context. Some simulations and applications to real data sets are considered
for comparing the performance of our method to its competitors.

Keywords: Variable Selection, SCAD, LLA algorithm, High dimension.
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Abstract. In order to predict a response of interest from a large number of inter-
related predictors, PLS regression is used. Applying the discrete wavelet transform
by means of preconditioning the normal equations the problem is solved on the
wavelet domain. The relative importance of the wavelet coefficients is then used
to rescale the solution in the transformed coordinates while the final solution is
expressed in original terms by means of the inverse wavelet transform. The resulting
solution is well adapted for large scale regression problems. It is especially suited for
functional data commonly resulting from discretized functions related to modern
instrumentation. The computational ease of the wavelet transform combined with
its sparse properties is accelerated by the use of the relative importance measured
on the wavelet coefficients instead of the original predictors. This allows us to obtain
sparse and interpretable solutions in a computationally fast and efficient manner.

Keywords: discrete wavelet transform, preconditioning, Krylov spaces, PLS re-

gression
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Parametric and non-parametric multivariate
test statistics for high-dimensional fMRI data
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Abstract. Via functional magnetic resonance imaging neuronal activation can be
detected in a human brain. The signal response can be measured as a temporal se-
ries of three-dimensional values (voxels). These data are high-dimensional, because
there are a few hundred scans (sample elements) but hundreds of thousands voxels
(variables). Besides the spatial correlation of the voxels, there is also a correlation
of temporally adjacent measurements.
Analyses of this high-dimensional fMRI data go beyond the scope of classical mul-
tivariate statistics. By default, fMRI data are analyzed voxelwise on the basis of
univariate linear models, in which the temporal correlation is taken into account
using a Satterthwaite approximation or a prewhitening method. We adapt these
strategies in a multivariate context applying so-called stabilized multivariate tests
(Läuter et al. (1996, 1998)) to the data, which are designed to cope with high-
dimensional data and are based on the theory of left-spherical distributions.
These adapted parametric versions of the procedure need an adequate approxi-
mation of the temporal correlation. Usually, a first order autoregressive process is
assumed for fMRI measurements and its correlation coefficient is estimated. Based
on the stabilized multivariate test procedure, we propose a non-parametric approach
of blockwise permutation including a random shift that renders an estimation of
the temporal correlation structure unnecessary.
A comparison of the tests using simulated data shows in detail when which ver-
sion of the tests is advantageous. All methods are finally applied to real fMRI data
concerning socioeconomic decisions (Hollmann et al. (2010)).

Keywords: stabilized multivariate tests, block permutation including a ran-
dom shift, correlated sample elements, fMRI data
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RIEGER, J. and BERNARDING, J. (2010): Predicting Decisions in Human
Social Interactions Using Real-Time fMRI and Pattern Classification. submit-
ted to Human Brain Mapping.
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Robust Mixture Modeling Using Multivariate
Skew t Distributions

Tsung-I Lin
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Abstract. This paper presents a robust mixture modeling framework using the
multivariate skew t distributions, an extension of the multivariate Student’s t family
with additional shape parameters to regulate skewness. The proposed model results
in a very complicated likelihood. Two variants of Monte Carlo EM algorithms are
developed to carry out maximum likelihood estimation of mixture parameters. In
addition, a general information-based method for obtaining the asymptotic covari-
ance matrix of maximum likelihood estimates is discussed. Some practical issues
including the selection of starting values as well as the stopping criterion are also
discussed. The proposed methodology is applied to a subset of the Australian In-
stitute of Sport data for illustration.

Keywords: MCEM algorithms, MSN distribution, MST distribution, multi-
variate truncated t distribution, outliers
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Robust scatter regularization
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Abstract. Estimating the location and scatter of data is a usual first step in many
multivariate analyses. Often, the resulting scatter matrix needs to be regular for
the application of the next steps. However, in practice (for example when there are
more variables than observations), such a condition might be difficult to achieve.
Regularization techniques are then necessary and usually consist of penalizing the
likelihood function (e.g. Friedman et al. (2008)), yielding procedures sensitive to
contamination in the data.

In this talk, robust regularization will be discussed. The idea is to regularize
well known robust estimators, namely the M and MCD estimators, while ensuring
that they keep their good breakdown behaviour. Algorithms to compute these reg-
ularized estimators will be described and the performance of the three proposals
will be compared by a simulation study.

The talk will also consider some applications. First, the methodology will be
used to detect outliers in high dimensional data settings. Then, as regularization and
robustness are also necessary in graphical modeling (Finegold and Drton (2009)), it
will be shown that robust graphical models can be constructed from the regularized
robust scatter estimators.

Keywords: MCD estimator, Penalization, Breakdown point
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On Feature Analysis Methods for Collective
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Abstract. A variety of methods and applications using data mining approaches for
web data has been proposed and achieved success. The approaches are typically by
the use of clustering, classification, retrieval methods and so on (Baldi et al. (2003)).
On the other hand, in recent years, the programming scheme or libraries for those
methods also have been developed energetically (Alag (2008), Segaran(2007)).

The aim of this research are to survey the analyzing methods for the collective
web data, including corpus of texts, hyperlinks or retrieval keywords, and discover
new approaches for such types of data. We make some comparative evaluations for
typical methods via practical programming library and discuss the accumulation of
knowledge on the web.

Keywords: web mining, data mining, collective intelligence
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Paired comparison or exhaustive classification
to explain consumers’ preferences
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Abstract. Based on experimental designs, conjoint analysis is a statistical method
widely used in data analysis. Its main objective is to explain consumers’ preferences
for a product according to its attributes.
We are interested by the full profile method in conjoint analysis under its two forms:
exhaustive classification and paired comparison which is more realistic. One of the
major problems encountered while performing theses methods is the abundance of
products presented to the interviewee. The number of pairs is much more important
than the number of products which causes a theoretical loss of efficiency.
We show, empirically, through several real cases an equivalence between both forms
of full profile in terms of model adjustment, market shares and importance’s of
utilities.
We tested these results on several examples and several numbers of products. We
confirm our findings by simulations.

Keywords: conjoint analysis, paired comparison, exhaustive classification,
D-efficiency.
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Selecting an Optimal Mixed Effect Model
Based on Information Criteria
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Abstract. In selecting an optimal random or mixed effect model from some can-
didate models in hierarchical structure of hypotheses, a true model is often located
at the edge of the parameter space of the comprehensive model. In this situation,
one of so-called regularity conditions, which guarantees asymptotic properties of
maximum likelihood estimators, does not hold. Likelihood ratio tests on such hy-
potheses have been already considered in some balanced designs (e.g. Self and Liang
(1987), Stram and Lee (1994), Crainiceanu and Ruppert (2004)). However, in the
hypothetical tests, a smaller model, corresponding to a null hypothesis, would be
chosen only in passive fashion.

Selecting an optimal mixed effect model with information criteria is considered.
The second term in information criteria is obtained through evaluating asymptotical
bias in estimating an expected log-likelihood E{l(θ)} by a maximum log-likelihood
l(θ̂). The bias was evaluated by a simulation approach in fitting linear mixed effect
models to the longitudinal pig weight data (Diggle et al. (2002)). It was illustrated
that, if the estimated model is over-parametrized in comparison with the true model,
information criteria (such as AIC) built under regularity conditions could over-
estimate the bias.

Keywords: Longitudinal data, regularity conditions, restricted maximum
likelihood
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Implementation of Moment Formula of
Unitary Matrix Elements

by Statistical Soft R and Its Applications
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Abstract. In this paper we consider to implement the moment formula of unitary
elements given in the paper of Matsumoto and Novak(2009) by statistical software
R. The same formula is given by Collins and Sniady(2006), and the latter uses
Schur-Weyl duality which are not familiar to statistical world. On the other hand
the former expresses the formula only through a double summation on the subset
of symmetric group with appropriately defined matrix G as a summand, and this
is easy to implement by R. As an application we consider multivariate polynomials
p(x, U) and q(x, U) with coefficients consisting of elements of random unitary ma-
trix U . We ask whether two multivariate polynomial statistics p(x, U) and q(x, U)
are related to each other by p(x, U) = q(x, UU0) where U0 is a unknown fixed uni-
tary matrix. Note that under the relation both have the same distribution because
U is distributed as the Haar measure on the unitary group. So, for several polyno-
mial pairs we performed, (1) looking of histograms, (2) Kolmogorov-Smirnov test
and (3) exact calculations of the moments of the distributions by using the mo-
ment formula. Note that a generation of unitary matrix obeying the Haar measure
is realized by a simple Gram-Schmidt method ( see Ozolos(2009)). The results from
three methods are compared.

Keywords: Integration over unitary group, moments formula, distributions
of statistics on unitary group
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Collins, B. and Śniady, P. (2006): Integration with respect to the Haar measure on
unitary, orthogonal and sympletic group. Comm. Math. Physics 264 (3),773-
795.

Matshumoto, S. and Novak, J. (2009): Jucys-Murphy elements and unitary matrix
integrals. ArXiv:0905.2009.

Maris Ozols M. (2009): How to generate a random unitary matrix. available on-line
at http://home.lu.lv/ sd20008/papers/essays/Random unitary [paper].pdf.



SP4: Multivariate Analysis 1 & Spatial Statistics 143

Spatial sampling design criterion for
classification based on plug - in Bayes

discriminant function
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Abstract. The problem considered is that of classifying the Gaussian random field
observation into one of two populations specified by different regression mean mod-
els and common parametric covariance function for given stratified training sample.
The ML estimators of unknown means and covariance parameters are plugged in the
Bayes discriminant function. The approximation of the expected error rate associ-
ated with plug - in Bayes discriminant function is obtained. This is the extension of
the previous one to the case of complete parametric uncertainty. Furthermore,the
obtained approximation is proposed as the spatial sampling design criterion for
classification based on plug - in Bayes discriminant function. The case of stationary
Gaussian random field on lattice with exponential covariance function is used for
illustrative examples. Numerical comparison of two spatial sampling designs by the
proposed criterion is carried out.

Keywords: Bayes discriminant function, Spatial sampling design, Expected
error rate



Evaluation of Deformable Image Registration
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Abstract. Objective evaluation of deformable image registration (DIR) algorithms
is necessary for the assessment of new medical imaging modalities; yet statistical
methods for completing these evaluations are lacking. We propose a Bayesian hi-
erarchical model to evaluate the spatial accuracy of DIR algorithms that is based
on matched pairs of landmarks identified by human experts in source and target
images. To fully account for the locations of landmarks in all images, we treat the
true locations of landmarks as latent variables and impose a hierarchical structure
on the magnitude of registration errors observed across image pairs. DIR registra-
tion errors are modeled using Gaussian processes with reference prior densities on
prior parameters that determine the associated covariance matrices. We develop a
Gibbs sampling algorithm and an approximated two-stage estimation procedure to
efficiently fit our models to high-dimensional data.

Keywords: Image processing, latent variable, spatial correlation
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Spatial Distribution of Trees
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Abstract. Forest monitoring are conducted in the long run in many forests. The
monitoring is performed with much time and energy to get data such as kinds
of trees, position coordinates and diameters of trunk. The characteristic forests
are attributed to many factors such as geographic features, temperature and light.
Therefore, various approaches like nonparametric Bayesian inference, and Markov
model are performed. One of the methods which decide the tree distribution type is
point process (Shimatani (2001)). Tree data have various information not only the
position but tree size and species. If the spot significantly concentrating big tree
are indicated, the result is used in forest management in the future. We proposed
Echelon analysis (Ishioka et al. (2007)) as this analysis method. Echelon analysis can
objectively show the forest hierarchy construction. The objective forest is Ogawa
in Japan. Data are in Forest Dynamics Database that have been compiled by the
Forestry and Forest Products Research Institute. Masaki (2002) shows that shade-
intolerant species are replacing shade-tolerant in this forest. We showed the tree
distribution and usability of Echelon analysis based on this characteristics. We
focused on the species diversity and showed the construction too.

Keywords: Tree distribution, Size distribution, Echelon analysis
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Application of Local Influence Diagnostics to
the Buckley-James Model

Nazrina Aziz1 and Dong Qian Wang2

1 Universiti Utara Malaysia
O6010, Sintok, Kedah Darul Aman,
Malaysia, nazrina@uum.edu.my

2 Victoria University Of Wellington
New Zealand

Abstract. This article reports the development of local influence diagnostics of
Buckley-James model consisting of variance perturbation, response variable per-
turbation and independent variables perturbation. The proposed diagnostics im-
proves the previous ones by taking into account both censored and uncensored
data to have a possibility to become an influential observation. Note that, in the
previous diagnostics of Buckley-James model, influential observations merely come
from uncensored observations in the data set. An example based on the Stanford
heart transplant data is used for illustration. The data set with three covariates is
considered in an attempt to show how the proposed diagnostics is able to handle
more than one covariate, which is a concern to us as it is more difficult to identify
peculiar observations in a multiple covariates.

Keywords: Buckley-James model, censored data, diagnostic analysis, local
influence, product-limit estimator



CP15: Multivariate Data Analysis 3 147

Imputation by Gaussian Copula Model with
an Application to Incomplete Customer

Satisfaction Data

Meelis Käärik1 and Ene Käärik2
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Abstract. We propose the idea of imputing missing value based on conditional
distributions, which requires the knowledge of the joint distribution of all the data.
The Gaussian copula is used to find a joint distribution and to implement the
conditional distribution approach (Clemen and Reilly (1999)).

The focus remains on the examination of the appropriateness of an imputation
algorithm based on the Gaussian copula.

In the present paper, we generalize and apply the copula model to incomplete
correlated data using the imputation algorithm given by Käärik and Käärik (2009).

The empirical context in the current paper is an imputation model using incom-
plete customer satisfaction data. The results indicate that the proposed algorithm
performs well.

Keywords: Gaussian copula, incomplete data, imputation
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The Evaluation of Non-centred Orthant
Probabilities for Singular Multivariate Normal

Distributions
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Abstract. We present a method to evaluate non-centred orthant probabilities for
any singular multivariate normal distributions. Miwa et al. (2003) proposed a pro-
cedure for evaluating non-centred orthant probabilities accurately for non-singular
multivariate normal distributions. Their procedure makes us enable to calculate
any normal distribution functions. However, it was essential in their method that
the covariance matrix should be non-singular.

In this paper we consider an m-dimensional normal distribution with any sin-
gular covariance matrix of rank n (n < m). It can be seen that the m-dimensional
orthant probability is the probability volume of a polyhedron in the n-dimensional
space. We show that a polyhedron can be expressed as differences between n-
dimensional polyhedral cones. And each of these cones can be evaluated accurately
by the procedure proposed by Miwa et al. (2003). Then we can evaluate any singu-
lar orthant probabilities and singular normal distribution functions. This procedure
could be applied to many multiple comparison problems.

Keywords: multiple comparisons, normal distribution function, polyhedral
cones, polyhedron
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Abstract. Conjoint analysis seeks to explain an ordered categorical ordinal vari-
able according to several variables using a multiple regression scheme. A common
problem encountered, there, is the presence of missing values in classification-ranks.
In this paper, we are interested in the cases where consumers provide a ranking of
some products instead of rating these products (i.e. explained variable presents
missing values).In order to deal with this problem, we propose a weighted regres-
sion scheme. We empirically show (in several cases of weighting) that, if the number
of missing values is not too large, the data remain useful, and our results are close
to those of the complete order. A simulation study confirms these findings.

Keywords: conjoint analysis, missing values, weighted regression
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Abstract. The assessment of performance and potential is central to decisions
pertaining to the location of bank branches. A common method for evaluating
branch performance is data envelope analysis in which in-branch variables are typ-
ically considered. This paper adopts an alternate methodology that quantifies the
influence of local socio-economic variables on bank deposits (a common measure of
performance) using linear mixed models (LMM). It also illustrates the potential of
using LMM to build a predictive model to support branch location decisions.

Keywords: Bank performance, branching, linear mixed models
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Abstract. A general method for providing a description of the sampling variability
of a plot of data is proposed. The motivation behind this development is that a
single plot of a sample of data without a description of its sampling variability can
be uninformative and misleading in the same way that a sample mean without a
confidence interval can be.

The method works by using bootstrap methods to generate several plots that
could have arisen from different samples from the population, and then conveying
the information given in the collection of plots by methodically selecting a few
representative plots in the subset.

The method includes the capacity to incorporate prior knowledge and distrib-
utional assumptions and is useful in a broad range of situations. It is illustrated
with a scatter plot example and a histogram example.

Keywords: uncertainty visualization, bootstrap, scatterplot
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Visualisation of Large Sized Data Sets:
Constraints and Improvements for Graph

Design

Jean-Paul Valois1
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Abstract. Background and history of Data Visualisation are reviewed and actu-
alised taking into account recent workings from several fields. Continuity is outlined
since old Playfair’s intuitions (Spence and Wainer (2005)) until the recent conclu-
sions in ergonomy or neurophysiology, these are found as largely agreing with clas-
sical publications by Bertin (1977) or Tukey (1990) for instance. Then the paper
considers the constraints resulting from Large Sized Data Sets. Limitations of usual
displays like histogram or scatter-plot can in fact be found even using medium sized
Data Sets. So improvements are suitable, like for histograms. Displaying density of
points appears as an important challenge. Examples from oil industry show that it
can be useful both for 2D scatter plots and in the case of parallel coordinates plots,
these last ones used for comparing subpopulations or alarming.

Keywords: Data Visualisation, Exploratory Data Analysis, parallel coordi-
nates, statistical population density
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Visualization techniques for the integration of
rank data
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Abstract. In consumer preference studies, in Web-based meta-search (Mamoulis
et al., 2007) or in meta-analysis of microarray experiments (DeConde et al., 2006),
we are confronted with ranked lists representing the same set of distinct objects. All
these applications have in common that one is interested in the top-ranked objects
with considerable overlap in their rankings across the lists. Consolidation of such
lists requires the estimation of the truncation point beyond which the ordering of
the objects is dominated by noise. This point can be obtained from an inference pro-
cedure due to Hall and Schimek (2008) which even works for irregular rankings and
huge data sets. Before its execution, it is essential to specify the distance parameter
δ. In this paper, graphical approaches for the δ-choice, as well as for the integration
of the top-ranked objects, are introduced for the first time. A consolidated result
based on irregular rankings can never be unique. Our tools aim to assist the user
when selecting the most appropriate result for their research purpose. Finally, the
new graphical tools are applied to the integration of microarray data from several
experiments due to Sørlie et al. (2003). It is demonstrated that a more complete
set of top-ranked genes compared to their findings can be obtained.

Keywords: data integration, microarray data, ranked list, statistical graph-
ics, top-k list
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Dealing with Nonresponse in Survey Sampling:
an Item Response Modeling Approach
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Abstract. Dealing with nonresponse is a very important topic, since nonresponse
is present almost in all surveys, and can cause biased estimation. Nonresponse is
defined as the failure to provide the required information by a unit selected in a
sample. We distinguish between unit nonresponse and item nonresponse. Unit non-
response implies that we have no information at all from the sampled unit. Item
nonresponse means that the sampled unit does not fill some of the survey items.
Each unit selected in the sample has associated a sampling weight and a response
probability to answer the questionnaire. The response probability is unknown and
should be estimated. The main method to deal with the unit nonresponse is to use
reweighting. This method adjusts the initial sampling weights by the inverse of the
estimated response probabilities, providing new weights. We focus on unit nonre-
sponse adjustment in survey data and estimate the response probabilities using an
item response model called the Rasch model. This model uses a latent parameter.
We believe that this latent parameter can explain a part of the unknown behavior
of a unit to respond in the survey. No information about the nonrespondents and
no auxiliary information are required in the proposed method. Theoretical aspects
and simulations are used to support our theory.

Keywords: survey sampling, nonresponse, item response modeling
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Using Auxiliary Information Under a Generic
Sampling Design

Giancarlo Diana1 and Pier Francesco Perri2

1 Department of Statistical Sciences, University of Padova
Via Cesare Battisti, 241, 35121 Padova, Italy, giancarlo.diana@unipd.it

2 Department of Economics and Statistics, University of Calabria
Via P. Bucci, 87036 Arcavacata di Rende, Italy, pierfrancesco.perri@unical.it

Abstract. The estimation of population parameters is a persistent issue in sam-
pling from finite population when auxiliary variables are available. Many efforts
have been made to estimate the mean (or total) through the ratio, product and
regression estimation methods and a great deal of literature has been produced
according to simple random sampling without replacement.

Under a generic sampling design we consider a very simple class of asymptoti-
cally unbiased estimators for the population mean. The minimum variance bound
of the class is obtained and it is found that the best estimator attaining the bound
is the regression one. It is theoretically shown that some recent estimators proposed
by Bacanli and Kadilar (2008) belong to the class but are not optimum.

The efficiency gain of the regression estimator upon different estimators is nu-
merically evaluated when sampling is performed according to probability propor-
tional to size. In so doing, we consider the problem of estimating the first and second
order inclusion probabilities when their exact determination becomes unfeasible. A
simple estimation algorithm is implemented in the R environment and its stability
ascertained through a number of simulation experiments. The main finding is that
the estimated inclusion probabilities allow us to achieve satisfactory results both
in terms of accuracy and in the reduction of time and memory required. Finally,
the results demonstrate that Bacanli-Kadilar estimators do not work well when
compared with the regression estimator.

Keywords: Horvitz-Thompson estimator, estimated inclusion probabilities,
pps sampling, simulation
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Estimating Population Proportions in
Presence of Missing Data
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Abstract. This paper discusses the estimation of a population proportion in the
presence of missing data and using auxiliary information at the estimation stage.
A general class of estimators, which makes an efficient uses of the available infor-
mation, is proposed. Some theoretical properties of the proposed estimators are
analyzed, and they allow us to find the optimum values in each proposed class.
Optimum estimators are thus more efficient than the customary estimator. In par-
ticular, the estimator based on the difference method is an optimal estimator in the
sense it has minimal variance into the class. Results derived from a simulation study
show that the proposed optimum estimators give desirable results in comparison to
alternative estimators.

Keywords: Auxiliary information, ratio and difference estimators
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Application of a Bayesian Approach for
Analysing Disease Mapping Data:

Modelling Spatially Correlated Small Area
Counts
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Abstract. Maps of regional disease rates are potentially useful tools for exam-
ining spatial patterns of disease. In recent years, models including both spatially
correlated random effects and spatially unstructured random effects have been very
popular for this purpose (Banerjee et al., 2004). We used a full Bayesian approach
to estimate region-specific geographically-correlated disease rates. We fitted three-
stage hierarchical models in which the disease counts were modelled as a function
of area-specific relative risks at stage one; the collection of relative risks across
the study region were modelled at stage two; and at stage three prior distribu-
tions were assigned to parameters of the stage two distribution. This Bayesian
hierarchical model framework included simultaneous modelling of iid random effect
and spatially correlated random effect. The spatial random effects were modelled
via Bayesian prior specifications reflecting spatial heterogeneity globally and rel-
ative homogeneity among neighbouring areas. Estimation was implemented using
MCMC methods. The MCMC algorithm convergence was examined using a number
of convergence diagnostics. To illustrate the procedures, we present an analysis of
esophageal cancer incidence in the Caspian region of Iran. The goal of the analysis
was to produce smoothed small-area estimates of cancer incidence ratios (Mohebbi
et al., 2008). Diagnostic measures were examined and different modelling strategies
were implemented. The results suggested that models based on the use of spatial
random effects appear to work well and provide a robust basis for inference.

Keywords: Bayesian inference, Disease mapping, Ecologic regression, Pois-
son regression, Spatial correlation
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A Mann-Whitney spatial scan statistic for
continuous data
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Abstract. A new scan statistic is proposed for identifying clusters of high or low
values in georeferenced continuous data. On the one hand, it relies on a concentra-
tion index which is based on the Mann-Whitney statistic and thus is completely
distribution-free. On the other hand, the possible spatial clusters are given by an
original graph-based method. This spatial scan test seems to be very powerful
against any arbitrarily-distributed cluster alternative. These results have applica-
tions in various fields, such as the epidemiological study of rare diseases or the
analysis of astrophysical data.

Keywords: Cluster detection, epidemiology, scan statistics, spatial marked
point processes.
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Detection of Spatial Cluster for Suicide Data
using Echelon Analysis
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Abstract. Recently, the number of suicides in Japan increases rapidly. For this
problem, it is clear that a statistical implication is important. Our data consists
of male suicide data from Kanto area in central part of Japan during 1973-2007.
In this paper, we investigate the transition and the tendency of male suicides by
detecting geographical spatial cluster. It is performed by echelon scan which we
have proposed as one of the cluster detection. Furthermore, the performance of the
cluster detection based on echelon analysis is compared to the cluster based on
previous study.

Keywords: spatial data, spatial scan statistic, geographical clusters, echelon
analysis
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A Comparison between Two Computing
Methods for an Empirical Variogram in
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Abstract. In this paper, we propose a new calculation method for an empirical
variogram, which the range of distance of points are divided to equal number of
observation pairs. Then, we do both simulation study and application for Meuse
river data set (Burrough and McDonnell(1998)) in order to compare our proposal
calculation method with traditional calculation method for an empirical variogram,
which the range of points are divided to equal distance.
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Monotone Graphical Multivariate Markov
Chains
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Abstract. When multivariate categorical data are collected over time, the dynamic
character of their association must be taken into account. This aspect plays an
important role in modelling discrete time-homogeneous multivariate Markov chains
(MMC).

We show that a deeper insight into the relations among marginal processes
of an MMC can be gained by testing hypotheses of Granger non-causality, con-
temporaneous independence and monotone dependence coherent with a stochastic
ordering.

The tested hypotheses are associated to a multi edge graph where the nodes rep-
resent the univariate components of the MMC and directed and bi-directed edges
describe the dependence among them. These hypotheses are proven to be equiva-
lent to equality and inequality constraints on certain interactions of a multivariate
logistic model parameterizing the transition probabilities.

As the parameter space under the null hypothesis is specified by inequality con-
straints, the likelihood ratio statistic has a chi-bar-square asymptotic distribution
whose tail probabilities can be computed by Monte Carlo simulations.

The introduced hypotheses are tested on real categorical time series. The pro-
cedures here used for the maximum likelihood estimation and hypothesis testing
under equality and inequality constraints are implemented in the R-package hmmm,
available from the authors.

Keywords: graphical models, Granger causality, stochastic orderings, chi-
bar-square distribution
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An Exploratory Segmentation Method for
Time Series
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Abstract. Generally, time series are decomposed in several behaviours: trend, sea-
sonality, volatility and noise. Due to the regularity of the series, it could be more
or less easy to decompose them as this scheme. Then it can be interesting to de-
tect behaviour breakpoints when pre or post-treating data. Building of sub-models
on each detected segment, achieving stationarity of time series with a segmentation
model, building symbolic curves to cluster series, modelling multivariate time series
are so many examples in this context. Many methods have been and are developed
to answer different issues in economics, finance, human sequence, meteorology, en-
ergy management, etc. Several groups of methods exist: exploring the segmentation
space for the assessment of multiple change-point models (Guédon (2008)) to infer-
ence on the models with multiple breakpoints in multivariate time series, notably
to select optimal number of breakpoints (Lavielle et al. (2006)). Most algorithms
use dynamic programming to decrease computation complexity of segmentations,
because it would be illusory to calculate all segmentations. These methods of break-
points detection aims at answering three detection problems: change mean with a
constant variance, change of variance with a constant mean and change for overall
distribution of time series without change of level, in dispersion and on the distrib-
ution of errors. The method proposes to segment a time series. It offers an original
process with a first step of preparing data which is crucial to build the most ade-
quate structure to initialize the second step of modelling an heteroskedastic linear
model including the different trends, levels and variances. The proposed method
allows also to reduce the computation complexity in O(KT ), where T is length of
series and K is generally less than to

√
T . Lastly, this method is rather preliminary

and we work to improve some steps of this method, particularly on the detection of
volatility in data and on the evaluation and the validation tools of segmentations
to obtain a better means to have a hierarchy of these last ones.

Keywords: segmentation, change-point, time series, variance components

References

GUEDON, Y. (2008): Exploring the segmentation space for the assessment of mul-
tiple change-point models. Institut National de Recherche en Informatique et
en Automatique, Cahier de recherche 6619.

LAVIELLE, M. and TEYSSIERRE, G. (2006): Détection de ruptures multiples
dans des séries temporelles multivariées. Lietuvos Matematikos Rinikinys, Vol
46.



CP19: Time Series Analysis & Signal Processing 3 163

Multiple Change Point Detection
by Sparse Parameter Estimation
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Abstract. The contribution is focused on multiple change point detection in a one-
dimensional stochastic process by sparse parameter estimation from an overpara-
metrized model. Stochastic process with changes in the mean is estimated using
dictionary consisting of Heaviside functions. The basis pursuit algorithm is used to
get sparse parameter estimates. Some properties of mentioned method are studied
by simulations.

Keywords: multiple change point detection, overparametrized model, sparse
parameter estimation, basis pursuit algorithm
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M-estimation in INARCH Models
with a Special Focus on Small Means
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Abstract. We treat robust M-estimation of INARCH-models for count time se-
ries. These models assume the observation at each point in time to follow a Poisson
distribution conditionally on the past, with the mean being a linear function of
previous observations. This simple linear structure allows to transfer M-estimators
for autoregressive models to this situation, with some simplifications being possible
because the conditional variance given the past equals the conditional mean. The
situation of a small mean deserves special attention because of the strong asym-
metry of such Poisson distributions. The proposed generalized M-estimators show
good performance in simulations.

Keywords: Time series, Outliers, Robustness, Huber M-estimator, Tukey
M-estimator
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Rplugin.Econometrics: R-GUI for teaching
Time Series Analysis
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Abstract. In this paper, we introduce RcmdrPlugin.Econometrics (Rosadi, Marhadi
and Rahmatullah, 2009), a R-GUI for time series analysis, as a plug-in for R-
Commander. RcmdrPlugin.Econometrics has nearly all of the typical models in-
troduced in undergraduate time series courses, such as exponential smoothing,
ARIMA/SARIMA, ARIMAX, ARCH/GARCH, etc. We discuss the philosophy
of the plug-in design, compare and show its difference with a similar purpose R-
Commander plug-in, called as RcmdrPlugin.epack (Hodgess and Vobach, 2008) and
a commercial econometrics software EViews.
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Abstract. We develop a procedure for monitoring changes in the error distribution
of autoregressive time series. The proposed procedure, unlike standard procedures
which are also referred to, utilizes the empirical characteristic function of properly
estimated residuals. The limit behavior of the test statistic is investigated under
the null hypothesis, while computational and other relevant issues are addressed.
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Abstract. According to the latest Basel framework of Banking Supervision, finan-
cial institutions should internally assign their borrowers into a number of homoge-
neous groups. Each group is assigned a probability of default which distinguishes
it from other groups. This study aims at determining the optimal number and size
of groups that allow for statistical ex post validation of the efficiency of the credit
risk assignment system. Our credit risk assignment approach is based on Thresh-
old Accepting, a local search optimization technique, which has recently performed
reliably in credit risk clustering especially when considering several realistic con-
straints. Using a relatively large real-world retail credit portfolio, we propose a new
technique to validate ex post the precision of the grading system.

Keywords: credit risk assignment, Threshold Accepting, statistical valida-
tion
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Abstract. INERIS aims to assess the spatial inequalities in the exposure of French
people to various chemicals via diverse ways (inhalation, food. . . ). Besides, indoor
air is a very specific environment: specific sources (smoking, varnishes, cleaning
products, cooking. . . ) can cause the levels of many known chemical pollutants to
be much lower outdoors than indoors, where developed countries’ people spend
most of their time (Spengler and Sexton (1983)). Our specific goal is to define a
spatial indicator of the dwellings’ indoor air’s contribution to the overall exposure.
The French Observatory of Indoor Air Quality performed measurements of the
indoor air concentrations of 20 volatile organic compounds in 561 dwellings, during
one week each, between 2003 and 2005 (Kirchner et al. (2007)). We propose to use
clustering methods to define profiles of indoor air pollution, but we have to face
two specificities of the data: some concentrations are unknown (due to breakdown
of the measurement devices), and some are known only to lie in a certain interval
(due to sensitivity thresholds), hence left-censorships. In this communication, we
describe adaptations of the classical EM-based clustering methods (Celeux and
Govaert (1995)) to this context, in an approach inspired by (Samé et al. (2006)).

Keywords: clustering, mixture model, EM algorithm, censored data
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Abstract. It is well known that there is no individual classification method ver-
satile enough to handle all classification problems alone. This can be seen from
Lim and Shih (2000), where they compared thirty-three new and old classification
methods. Hence, the classification ensemble becomes a possible outlet for improving
on the performance of individual classification methods.

We study an ensemble method, targeting at maximizing the area under ROC
curve, with non-homogeneous classifiers as its ingredients. Since all classifiers are
applied to the same data set, their outputs should be correlated. It is, however,
difficult to have information about the correlation among outputs from different
classifiers, which makes the ensemble method dependant on such an information less
useful here. Hence, the PTIFS method of Wang et al. (2007) is adopted in our paper
as the integration method due to its nonparametric character. Each base-classifier
will be optimally trained if it has such an option available, and the features selected
can be different if the classifier itself has an internal feature selection function. In
other words, our method allows each classifier to do its best in all possible senses.
Then we take their classification function output values as new features to conduct
final ensemble while maximizing AUC as the final objective. That is, our method
can integrate nonhomogeneous base-classifiers and each classifier is well-trained
before being included into the final ensemble. The proposed method is evaluated
with real data examples, and the results show that our method improved on the
performances of all base classifiers.

Keywords: classification, ensemble, area under ROC curve
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Abstract. A key task of strategic marketing is to study the competitive structure
of products. This type of analysis is most often based on a spatial configuration
of the products or on a categorization of the products. Besides information on
the similarity of products, an important goal of competitive structure analysis is
to investigate to what extent distinct customer segments prefer a specific group
of products, or whether the perception of the products depends on customer seg-
ments (DeSarbo et al. (2008)). Candel and Maris (1997) use a probabilistic feature
model to categorize products on the basis of binary latent features. However, in
this analysis no customer differences are taken into account. To solve this problem
we develop a mixture of probabilistic feature models in which the categorization
of the products in terms of latent features may differ across customer segments.
A related but distinct approach for modelling rater differences was presented by
Meulders et al. (2002). A Gibbs sampling algorithm is used to compute a sample
of the observed posterior distribution of the model. In addition, posterior predic-
tive simulations are used to evaluate to what extent the model is able to capture
observed differences in product perception. As an illustration, the model is used to
analyze binary judgments of 191 first-year psychology students who indicated for
25 types of sandwich fillings and 14 fillings characteristics whether or not a certain
sandwich filling has a certain characteristic.

Keywords: constrained latent class model, three-way three-mode data, prod-

uct positioning, market segmentation, Bayesian analysis
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Abstract. The supervised classification problem on the basis of imprecise data
(represented by intervals or fuzzy sets) is considered. In Colubi et al. (2010) two
discriminat criteria for fuzzy data based on the linkage between fuzzy sets and func-
tional elements in a Hilbert space were proposed. As an alternative, a proximity-
based classification criteria for Random Fuzzy Sets (RST, also referred to as fuzzy
random variables according to Puri and Ralescu (1986)) inspired by one of the
expressions of the optimal criterium for real random variables (in case of symmet-
ric distributions) is introduced. The new approach is based on the estimation of
a specific relative proximity of a given point to each class. Let Ω be the pop-
ulation and denote by dj(ω) the distance of the RFS X measured at ω ∈ Ω
to the center (represented by the expected value) of the class j. Since the dj

is a real-valued random variable, the relative proximity of ω∗ to the class j is
proposed to be the conditional probability P (dj > dj(ω∗)). The performance of
this discriminat rule is tested in an experiment regarding the perception of some
people of the relative length of different segments shown in a screen with re-
spect to to a maximum (see Colubi et al. (2010) and also the SMIRE web page
http://bellman.ciencias.uniovi.es/SMIRE/Perceptions.html). The relative percep-
tion is represented by a trapezoidal fuzzy set over a scale ranging from 0 to 100.
The trapezoidal fuzzy set is fixed by the participants according to their perception
of each instance, and it will be used to predict the linguistic description of the
relative size provided also by the individual (Very Small, Small, Medium, Large or
Very Large).
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On Mixtures of Factor Mixture Analyzers
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Abstract. Model-based clustering has been successfully applied to many classi-
fication problems (Fraley and Raftery, 2000). For quantitative data it is usually
based on multivariate Gaussian mixtures, although it is well known that they can
lead to over-parameterized solutions in high dimensional data. A possible way to
avoid this problem consists of performing model-based clustering in a dimensionally
reduced space defined by latent variables. In this perspective, Mixtures of Factor
Analyzers (MFA, Gharamani and Hilton, 1997, McLachlan, Peel and Bean, 2003)
perform a “local” dimension reduction by assuming that, within each group, the
data are generated according to an ordinary factor model, thus reducing the number
of parameters on which the covariance matrices depend. In the same perspective,
Factor Mixture Analysis (FMA, Montanari and Viroli, 2010) realizes a “global”
dimension reduction by assuming that the data are described by a factor model
with factors modelled by a multivariate mixture of Gaussians. The main difference
between MFA and FMA is that in MFA the data are described by a mixture of
several factor models, on the contrary in FMA a unique factor model describes the
data, but it assumes factors modelled by a multivariate Gaussian mixture, thus
performing clustering in the latent space.

In this work, we propose a two-level dimensionally reduced model-based clus-
tering approach by assuming that the data are generated according to several factor
models with a certain prior probability (thus performing a local dimension reduc-
tion at the first level), and that in each factor model the factors are described by a
multivariate mixture of Gaussians (thus performing a global dimension reduction
at the second level). The proposed model generalizes and combines both MFA and
FMA and we refer to it as Mixtures of Factor Mixture Analyzers (MFMA).
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Abstract. The continuously increasing quantity of image data available on the In-
ternet necessitates efficient classification and indexing methods for easy access and
usage. The application of established information retrieval algorithms such as bag-
of-words classifiers (Baeza-Yates & Ribeiro-Neto, 1999) is rather counterintuitive,
primarily since images lack words and sentences or similar structures. Consequently,
the prevalent approach in current web search engines is to associate images with
text, thus allowing access to the image database via text queries. This approach
restricts the set of searchable images to those associated with text, and can lead to
errors if the associations are incorrect. To enable more successful queries based on
visual information, alternative procedures relying on image processing have been
proposed: using semantic data generated by image interpretation techniques (e.g.
Schober, Hermes, & Herzog, 2005), or via a visual vocabulary constructed from
low-level image features (e.g. Sivic & Zisserman, 2003). We developed an integrated
procedure, relying on both textual information (keywords extracted from captions)
and on descriptors of local image features (SIFT; Lowe, 1999) in the construction
of the visual vocabulary. The visual words are prototypes representing groups of
similar image features encountered in the training data set, which are further asso-
ciated to the extracted keywords based on the frequencies of co-occurrences. This
approach permits the classification of novel images into text- derived categories
using only image-based data, and, correspondingly, the inclusion of images with no
caption information in the search space of text queries.
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Abstract. In behavioral sciences, many research questions pertain to the predic-
tion of some dependent variable on the basis of a single or several independent
variables. Such questions are often answered by performing a regression analysis.
However, sometimes the relation between the independent variables and the de-
pendent variable differs across observations. Such differences can be modeled by
assigning the observations to different groups with a separate regression model
being associated to each group. Such a model already exists, and is called clus-
terwise linear regression (CR, Späth, 1979). The original CR model is a one-level
model, implying that all observations are assumed to be independent from each
other. Hence, the method is not applicable to multilevel data where, for instance,
observations are nested within persons. Therefore, DeSarbo et al. (1989) extended
the clusterwise regression methodology to multilevel data (MLCR), where observa-
tions are clustered on the second level. Surprisingly, almost no simulation results
are available regarding the performance of clusterwise regression and its multilevel
extension. Moreover, on the basis of numerical examples, Brusco et al. (2008) rec-
ommend considerable caution when using regular CR. To gain more insight into
the performance of both methods, we present the results of an extensive simulation
study, which shows that MLCR better recovers the underlying clustering of the
persons and the associated regression models than regular CR.

Keywords: clusterwise linear regression, multilevel data, individual differ-
ences, clustering
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Abstract. The need for statistical information at detailed territorial level has
greatly increased in recent years. This need is often related to the identification
of spatially contiguous and homogeneous areas according to the phenomenon stud-
ied.
The aim of the paper lies in a review of methods for the analysis and detection of
spatial clusters and in the application of a recently proposed clustering method. In
particular, we discuss the nature and the developments of spatial data mining with
special emphasis on spatial clustering and regionalization methods and techniques
(Guo (2008)).
We present an original application using data from the statistical office of the city
of Florence. The first step of the analysis is devoted to describe the structure of
the population of Florence’s municipality using demographic indicators computed
on the 2001 census data at the enumeration district level. Then, we implement a
regionalization model in order to get a classification of the Florence’s municipality
area into a number of homogeneous (with respect to the demographic structure)
and spatially contiguous zones.
The empirical application shows that ignoring spatial clustering can lead to mislead-
ing inference and that, on the other hand, the use of appropriate methods for the
detection of spatial clusters leads to meaningful inference of urban socioeconomic
phenomena. The results provide a considerable information to local authorities and
policy makers for regional and urban planning: the application of local policies with-
out taking into account spatial dimension can produce a lost in term of efficiency
and effectiveness.
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Abstract. We discuss semi-supervised discriminant analysis, focusing on interval-
valued data, one of the typical data in Symbolic Data Analysis (SDA). Semi-
supervised learning is a method that tries to make a model based on labeled input
data and unlabeled ones effectively when both are mixed in the input. Many algo-
rithms have been proposed for classification problems with semi-supervised learn-
ing, including transductive support vector machines, graph-based methods.

In the studies of SDA, supervised learning and unsupervised learning have been
studied, but semi-supervised learning has not been established. Discriminant anal-
ysis for interval-valued data has been proposed by Silva and Brito (2006) which
assumes a uniform distribution in each observed data. Cluster analysis based on
parametric probabilistic models for interval-valued data were proposed by Bock et
al. (2009), where the vector of midpoints has normal distribution and midranges
has a gamma distribution.

In this paper, we propose a method for discriminant analysis for interval-valued
data, which makes use of both labeled and unlabeled data as training data. We
give theoretical study of our proposed method. Then, we show effectiveness with
simulation data to control parameters of generative model and proportion of labeled
and unlabeled data.

Keywords: Semi-supervised learning, Discriminant analysis, Symbolic Data
Analysis
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Abstract. Quantile representation (Ichino, 2008) provides a common framework
to represent symbolic data described by variables of different types. The princi-
ple is to express the observed variable values by some predefined quantiles of the
underlying distribution. In the interval variable case, a distribution is assumed
within each observed interval, e.g. uniform (Bertrand and Goupil, 2000) ; for a
histogram-valued variable, quantiles of any histogram may be obtained by simply
interpolation, assuming a uniform distribution in each class (bid); for categorical
multi-valued variables, quantiles are determined from the ranking defined on the
categories based on their frequencies. When quartiles are chosen, the representation
for each variable is defined by the 5-uple (min, Q1, Q2, Q3, max).

This common representation then allows for a unified analysis of the data set,
taking all variables simultaneously into account. In a numerical clustering context,
the Ichino-Yaguchi dissimilarity (Ichino and Yaguchi, 1994) is used to compare data
units; hierarchical and pyramidal models, with several aggregation indices, may be
applied and clusters are formed on the basis of quantile proximity.

In this work, we focus on a conceptual clustering approach. Clusters are repre-
sented, for each variable, by a mixture of the quantile-distributions of the merged
clusters and then compared on the basis of the current quantile representation. The
proposed hierarchical/pyramidal clustering model follows a bottom-up approach; at
each step, the algorithm selects the two clusters with closest quantile representation
to be merged. The newly formed cluster is then represented according to the same
model, i.e., a quantile representation for the new cluster is determined from the
uniform mixture cumulative distribution.
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Abstract. A class of linear discrimination rules, designed for problems with many
correlated variables, is proposed. These rules try to incorporate the most important
patterns revealed by the empirical correlations and accurately approximate the
optimal Bayes rule as the number of variables increases without limit. In order
to achieve this goal, the rules rely on covariance matrix estimates derived from
Gaussian factor models with small intrinsic dimensionality.

Asymptotic results, based on an analysis that allows the number of variables to
grow faster than the number of observations, show that the worst possible expected
error rate of the proposed rules converges to the error of the optimal Bayes rule
when the postulated model is true, and to a slightly larger constant when this model
is a close approximation to the data generating process.

Simulation results using real micro-array data and a new variable selection
scheme based on Donoho and Jin’s Higher Criticism statistic, suggest that under
the conditions they were designed for, rules derived from covariance one-factor
models perform equally well or better than the most successful extant alternatives.

Keywords: Discriminant Analysis, High Dimensionality, Expected Misclas-
sification Rate, MicroArray Classification.
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Abstract. This paper deals with Principal Component Analysis (PCA) where the
cells of the input data table are not numerical values but histograms. Histograms are
compositional data. PCA extended to such data table can be used when histogram
variables don’t have the same number of bins. In this paper, we propose at first
two ways for attributing scores to variables. Afterward, an ordinary PCA of mean
of variables is achieved. Representation of dispersion of variable is done in using
Tchebychev inequality. This inequality allows transforming histogram to interval.
Then we project hypercube associated to each observation on principal axes. We
also propose usage of angular transformation for removing drawbacks of histograms
which are compositional data.

Keywords: Symbolic histogram variable, hypercube, Tchebychev inequality,
angular transformation.
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Abstract. In Symbolic Data Analysis (Diday and Fraiture-Noirhomme, 2008), the
actual regression methods for interval-valued variables do not consider any proba-
bilistic statement for the error of the model. The lack of a probabilistic distribution
for the response interval variable has limited the use of inference techniques by
these symbolic regression methods. In this paper, we present a symbolic regression
method for interval-valued variables based on bivariate normal distribution that
is belong to the bivariate exponential family of distributions (Iwasaki and Tsub-
aki, 2005). Application to a real interval data set, in an cross-validation framework,
demonstrated that the new method based on bivariate normal distribution presents
a better prediction performance when compared with the non-probabilistic symbolic
regression methods proposed by Billard and Diday(2000) and Lima Neto and De
Carvalho (2008, 2010). A simulated study is strongly recommended in future works
for a more consistent conclusion about this new method.

Keywords: Normal distribution, Symbolic data analysis, Regression Models
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Abstract. In veterinary epidemiology, the data usually present a hierarchical struc-
ture, e.g., n× p observations which arise from p animals each within n farms. The
dependence between observations which results from this structure, must be taken
into account in the statistical process (Dohoo et al., 2003). The main aim is con-
cerned with assessing, among several explanatory variables, the risk factors of a
dependent variable, i.e., the disease. Generalized Estimating Equations including
a random measurement effect are relevant methods. However, the disease under
study is usually described with several variables which must be summed up into
an overall dependent variable, manifested as a variable which covers a spectrum of
categories ranging from unapparent to fatal. The real epidemiological unit being
the farm, the variable information is summed up with animal frequencies (resp.,
median score) for categorical (resp., continuous) variables. It leads to the building
of a large number of variables and to the selection of the most relevant ones, the
classification of the farms being processed on the selected variables. Considering
the hierarchical-structured data as symbolic data, is a relevant alternative solution.
Symbolic data analysis (Billard and Diday, 2006) provides tools to manage complex
data while dealing with concepts (i.e., farms), each concept being described with
prototypes (i.e., distributional vectors from animals within each farm). The inter-
est of the symbolic analysis is illustrated on the basis of a dataset in the field of
veterinary epidemiology. The aim is to categorize 125 farms (30 pig lungs per farm)
described with 17 variables related to various respiratory diseases, into classes of
disease severity.

Keywords: classification, hierarchical data, symbolic analysis, epidemiology
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Non-linear dimensionality reduction for

functional computer code modelling

Benjamin Auder
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Abstract. Our aim is to develop a model for the computer code CATHARE
(”Code Avancé de THermohydraulique pour les Accidents de Réacteurs à Eau”),
written Φ : R

p
→ R

[a,b], x 7→ y = Φ(x), which itself model the thermohydraulic
behavior of some parts of a nuclear reactor’s vessel. We assume n samples (xi, yi =
Φ(xi)) are available, where xi ∈ R

p are the initial conditions and yi ∈ R
[a,b] the

corresponding computed curves. The model built is composed of three main parts:

1. dimensionality reduction: each yi is represented by zi ∈ R
d with d ≪ D,

satisfying some topological constraints;
2. regression to learn the relation between inputs xi and representations zi (Pro-

jection Pursuit Regression, by Friedman et al. (1981));
3. build a function φ : R

d
→ R

D which maps a vectorial representation ẑ to the
estimated corresponding curve ŷ (manifold learning).

Three dimensionality reduction methods are compared for the first step, Functional
Principal Component Analysis (Ramsay and Silverman (2005)) and two nonlinear
approaches (Lin et al. (2006), Zhan et al. (2008)). The main assumption is that the
output curves lie on a (smooth) manifold.

We use the algorithm of Farahmand et al. (2007) to estimate the manifold
dimension d from the samples yi. The predicted curves ŷ through the model are
generally more trustful visually in the non-linear case, because the little irregular-
ities are preserved (although not optimally). The curves obtained using the PCA
basis look somewhat too much smooth.

Keywords: functional data, dimensionality reduction, surrogate model
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Abstract. In Joe and Proschan (1984) the percentile residual life orders were in-
troduced, but they were extensively studied in Franco-Pereira et al. (2009). In this
paper, some interpretations and properties of these stochastic orders were given
and some applications in reliability theory and finance were described.

Given the advantages of the percentile residual life orders, specially in practical
situations, it is convenient to develop an statistical tool to test whether two inde-
pendent random samples have underlying random variables which are close with
respect to a γ-percentile residual life order.

In this work, we present a nonparametric method for constructing confidence
bands for the difference of two percentile residual life functions. This functional data
analysis technique incorporates bootstrap resampling and the concept of statistical
depth. The confidence bands provide us with evidence of whether two random
variables are close with respect to some percentile residual life order. The practical
performances of the bands are evaluated through simulation. Some applications
with real data are also given.

Keywords: Confidence bands, functional data analysis, bootstrap, percentile
residual life, statistical depth
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Abstract. Symmetric distributions are not practical for modeling skewed data.
Several researchers have derived new parametric skew distributions; in particular,
Azzalini (1985) derived the Skew Normal Distribution (SN). In many practical situ-
ations, the Lagrange Multipliers test or score test is an attractive competitor to the
likelihood ratio (LR) and the Wald tests because it requires the model parameters
to be estimated under only the null hypothesis. In this talk, a new score statistic
is derived for testing the presence of non-normality within a modified SN distribu-
tion and applied to real examples. Maximum likelihood estimators are derived and
used to fit the data with the modified SN distribution and compared to the normal
distribution fit.

Keywords: Score tests, Skew normal distributions, Skewness
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Generalized Linear Factor Models: a local EM
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The framework is that of factor models (FM): a set of q observed random
variables (RV) {y1,y2, ...,yq} is assumed to be produced by fewer (k < q)
unobserved (latent) ones, {f1, f2, ..., fk}, called factors. So far, most devel-
opments on FM’s were limited by the assumption that {y1,y2, ...,yq} are
normally distributed, and used this specific distribution to carry out their
estimation, through the EM algorithm. The Generalized Linear Factor Mod-
els extend the FM class to any type of distribution belonging to the ex-
ponential family: binomial, gamma, Poisson, etc. Therefore, we must also
deal with the framework of generalized linear models (GLM), which take ob-
served variables only as predictors, and are estimated using these observed
values. In this work, we consider a GLFM, which, conditional to the fac-
tors, is modeled as a GLM taking these factors as predictors. For identifica-
tion purposes, the factors are taken uncorrelated and normally distributed
with 0 mean and unit variance. Moreover, {y1,y2, ...,yq} are assumed to
be independent conditional to the factors. Initially, FM’s and GLM’s have
been developed independently. Recently [Moustaki, I., and Knott, M. (2000)]
have proposed a maximum likelihood method, in which the Gauss-Hermite
quadrature is used to approximate an integral within the likelihood maxi-
mization process. This method was developed for the case of a single factor.
A Monte Carlo approach was also proposed by [Wedel, M. and Kamakura,
W.A. (2001)]. Finally, an iterative estimation method inspired from the in-
direct inference technique [Gourieroux (1993)] was proposed by [Moustaki,
I and Victoria-Feser, M.P.(2006)]. In this work, we suggest an alternative
approach to GLFM. The problem with GLFM’s estimation is that the EM
algorithm - using an explicit expression of the expected completed log like-
lihood of parameters conditional to observations - does not directly extend
to non-normal distributions. To circle this difficulty, we consider the GLM’s
estimation algorithm that iteratively linearizes the model and performs Gen-
eralized Least Squares on it, and we propose to apply the EM procedure
”locally” to this linearized GLM. The algorithm is exposed, and its perfor-
mance is examined on various simulated datasets.

Keywords: Factor Models, Generalized Linear Model, EM Algorithm, Scores
Algorithm
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The Aggregate Association Index
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Abstract. Consider a single two-way contingency table where both variables are
dichotomous in nature. Suppose that n individuals/units are classified into this
table such that the number classified into the (1, 1)th cell is denoted by n11. Let
the i’th row marginal frequency be denoted by ni•, for i = 1, 2, and the j’th column
marginal frequency by n•j , for j = 1, 2. Also, denote the i’th row and j’th column
marginal proportion by pi• = ni•/n and p•j = n•j/n respectively. Table 1 provides
a description of this notation.

Table 1. Notation for a single 2×2 contingency table.

Column 1 Column 2 Total

Row 1 n11 n12 n1•
Row 2 n21 n22 n2•
Total n•1 n•1 n

Suppose that the cell values in Table 1 are unknown so that only the information in
the marginal frequencies is known, and fixed. The problem at hand is to obtain some
information concerning the nature of the association between the two dichotomous
variables when only this marginal information is provided. When a single 2×2 table
is of interest (as is the case here), Fisher (1935) considered this issue and judged
there to be very little or no information in the margins for inferring individual (or
cellular) level data - such an issue has implications in ecological inference where
G(> 1) 2×2 tables of this type are commonly encountered. However, when only the
marginal information is known, such information can still provide an indication of
the possibility that there exists a statistically significant association between the
two categorical variables using the aggregate association index, the AAI. Such an
index was originally proposed by Beh (2008) and subsequently elaborated upon by
Beh (2010). We shall consider the development and application of this index for
exploring the possibility of an association existing for such aggregated information.

Keywords: 2×2 contingency table, correlation, ecological inference
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Abstract. D ifferential equations are frequently used to specify m odels in chem ical
engineering, pharm acokinetics and other sciences. Current m ethods for param eter
and functional estim ations in such m odels use m inim ization techniques and num er-
ical solver. T hese approaches are com putationally intensive and often poorly suited
for statistical inference.

Alternative estim ation m ethods ofthe state function and ofthe dynam ic m odel
param eters w ere proposed by R am say et al. (2007). It accounts for m easurem ents
errors and elude num erical integration. T hat approach involves som e basis function
expansion of the state function and a penalty term expressed using the set of
differential equations.

T he m ethodology above m ay be view ed as a generalization of the penalized
spline theory for w hich a Bayesian fram ew ork w as proposed by Berry et al. (2002).
W e aim at providing a Bayesian fram ew ork for the m ore general approach de-
scribed by R am say et al (2007). F irst, w e present a brief introduction to dynam ic
m odels defined by system s ofdifferential equations. W e then propose a full Bayesian
sm oothing approach for the joint estim ation ofthe differential equation param eters
and of the state functions and extend it to a hierarchical context. W e conclude the
presentation by som e practical exam ples.

K eyw ord s: B ayesian sm oothing m ethods,D ifferentialequations,Functional

estim ation
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Efficient Analysis of Three-Level Cross-Classified Linear Models

with Ignorable Missing Data

Yongyun Shin

Abstract

This article presents an efficient estimation method for a three-level hierarchical cross-

classified linear model (HCLM) where explanatory as well as outcome variables may be subject

to missingness with a general missing pattern at any of the levels. The key idea is to reexpress

the desired HCLM as the joint distribution of the variables, including the outcome variable,

that are subject to missingness conditional on all of the variables that are completely observed.

Unlike a hierarchical linear model where a lower-level unit (e.g. a child) is nested within a single

unit (e.g. a school) at a higher level, however, an HCLM may represent a mobile child that may

attend multiple schools. The mobile children produce a complicated network of dependence

among schools that may otherwise be assumed independent under a hierarchical linear model.

Conventional estimation of the joint model takes the entire sample at once to fully account for

the complicated dependence structure among the schools. With large-scale data and multiple

variables subject to missingness at multiple levels, the joint model becomes extremely high di-

mensional and difficult to estimate well. The challenge is to estimate the joint model in a way

that does not burden computation with respect to the unit mobility; and in a way that produces

efficient analysis of the desired HCLM. This paper presents a maximum likelihood method that

overcomes the challenge in the presence of ignorable missing data. Confined to normal linear

models, the application is illustrated with real data.

KEY WORDS: Hierarchical; Cross-Classified; Ignorable Missing Data; Maximum Likelihood;

Efficient Estimation.
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Abstract
In medical studies or in reliability and survival analysis, it is quite common that

the failure of any individual or any item may be attributable to more than one cause
(competing risks). In this paper, we will study the competing risks model when the
data is progressively type II censored with random removals. We study the model under
the assumption of independent causes of failure and assume that the lifetime of each
unit which fails due to a different cause of failure, follows a Pareto distribution with
different parameters , where the number of items or individuals removed at each failure
time follows binomial distribution. The maximum likelihood estimators of the different
parameters and the UMVUE’s are obtained. We consider the Bayesian estimation using
the Gamma distribution as a prior. In the Bayesian context, we develop credible inter-
vals for the parameters. Asymptotic confidence intervals and two bootstrap confidence
intervals are also proposed. We also present a numerical example and a simulation
study to illustrate the results.

Keywords: Binomial removals; Competing risks; Pareto model; Progressive censor-
ing.
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tions, Birkhäuser, Boston, 2000.

[2] Crowder M.J., Classical Competing Risks, Chapman and Hall/CRC, 2001.

[3] Efron B., The Jackknife, the bootstrap and other re-sampling plans, CBMS-NSF Re-
gional Conference Series in Applied Mathematics, vol. 38. SIAM, Philadelphia, PA,
1982.

[4] Kundu D., Kannan N., Balakrishnan N., Analysis of progressively censored competing
risk data, Handbook of statistics, 23, 331-348, 2004.

[5] Soliman A. A., Estimations for Pareto Model Using General Progressive Censored Data
and Asymetric Loss, Communications in Statistics- Theory and Methods, vol. 37, iss.
9, 1353-1370, Jan. 2008.

[6] Tse S.K., Yang C. and Yuen H.K., Statistical analysis of Weibull distributed lifetime
data under Type II progressive censoring with binomial removals, Journal of Applied
Statistics, Vol. 27, 1033- 1043, 2000.

1

190 SP6: Data Analysis



PS1: Poster Session 1 191

A Method for Time Series Analysis
Using Probability Distribution

of Local Standard Fractal Dimension

Kenichi Kamijo1 and Akiko Yamanouchi2
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Abstract. The moving local standard fractal dimension (LSFD) on the uniform
or standard normal random process belongs to a non-symmetric normal distribu-
tion with a long tail towards the right hand side. These results can be applied to
the statistical quality control, especially to the so-called control charts. Also the
proposed method can be applied to the difference time series of seawater tempera-
tures as a function of depth and the probability distribution of the moving LSFD
was shown to generally conform to a power-law distribution. That is, prediction of
abnormal phenomena in the global monitoring system may be possible using the
moving LSFD and observing when it increases past the upper 5% significance level.

Keywords: local standard fractal dimension, statistical quality control, ran-
dom process, difference time series of seawater temperatures
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Bootstrapping Additive Models in Presence of
Missing Data
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Abstract. The problem of estimating nonparametric additive models when miss-
ing data appear in the response variable is considered. Two estimators are con-
structed from the Backfitting Local Polynomial estimators by Opsomer (2000). The
simplest (SB) is defined by using the available data and another imputed version
(IB) is based on a complete sample from imputation techniques. The problem of
selecting the smoothing parameter is solved by using a local selector, which is based
on a Wild Bootstrap approximation of the Mean Squared Error. Several simulation
experiments illustrate the performance of the proposed methods.

Keywords: Missing data; Imputation; Wild Bootstrap; Smoothing Parame-
ter; Backfitting
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Global hypothesis test to simultaneously
compare the predictive values of two binary

diagnostic tests in paired designs:
a simulation study
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Abstract. The positive and negative predictive values of a binary diagnostic test
are measures of the clinical accuracy of the diagnostic test that depend on the
sensitivity and the specificity of the binary test and on the disease prevalence.
Moreover, the positive predictive value and the negative predictive value are not
parameters which are independent of each other. In this article, a global hypothesis
test is studied to simultaneously compare the positive and negative predictive values
of two binary diagnostic tests in paired designs.

Keywords: Binary diagnostic test, Predictive values, Simultaneously com-
parison
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Model-Based Nonparametric Variance
Estimation for Systematic Sampling. An

Application in a Forest Survey
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Abstract. Systematic sampling is frequently used in natural resource and other
surveys, because of its ease of implementation and its design efficiency. An impor-
tant drawback of systematic sampling, however, is that no direct estimator of the
design variance is available. A whole chapter of the recently reissued classic mono-
graph by Wolter (Wolter (2007)) is devoted to this issue, and a number of possible
estimation approaches are evaluated there. In particular, it considers a set of eight
“model-free” estimators and outlines a model-based estimation approach. On the
other hand, in Bartolucci and Montanari (2006), an unbiased model-based variance
estimator when the population follows a linear regression model is proposed. In this
work, we describe a new estimator of the model-based expectation of the design
variance, under a nonparametric model for the population. We prove the model
consistency of the estimator for both the anticipated variance and the design vari-
ance. We compare the nonparametric variance estimators with several design-based
estimators on data from a forestry survey. Full results of a comprehensive simula-
tion study comparing several estimators and of the real data forest application are
shown in Opsomer et al. (2009).

Keywords: local polynomial regression, two-per-stratum variance approxi-
mation, smoothing
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Panel Data Models for Productivity Analysis

Luigi Grossi1 and Giorgio Gozzi2

1 Departimento di Economia, Universitá di Verona,
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Abstract. In the present paper dynamic panel models for productivity analysis
will be analyzed. Recent years have seen a relevant increase in studies on produc-
tivity. This is partly due to rising availability of longitudinal micro-level data. This
paper is an attempt to give an answer to some questions about productivity dynam-
ics and determinants, using the large data base of company accounts constructed by
Research Center of Unioncamere. In our study we investigate the distribution of la-
bor productivity in two important Italian manufacturing sectors. A new derivation
of dynamic panel model starting from a Cobb-Douglas production function has been
applied in this paper to discover the underlying generating process of productiv-
ity growth and to estimate the elasticities of productivity to personnel expenditure.

Keywords. Italian manufacturing sector, panel data, productivity growth.
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Consensus Analysis Through Modal Symbolic
Objects

Jose M Garcia-Santesmases1 and M. Carmen Bravo2

1 Universidad Complutense de Madrid, Departamento de Estadistica e
Investigacion Operativa, Facultad de Ciencias Matematicas, 28040 Madrid,
Spain, josemgar@mat.ucm.es
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Abstract. This paper addresses the problem of analyzing the existence of differ-
ent patterns of consensus when data come from several observers who separately
evaluated several issues on a rating scale of ordered categories. To analyze it, two
main steps can be distinguished: a) The use of consensus measures to evaluate the
strength of consensus in a class of individuals; b) The evaluation of each individual
to propose changes in his opinion in order to increase the strength of the consen-
sus. For step a) we give a consensus measure for a group of individuals and extend
this measure to several issues. Also, we define a consensus measure for symbolic
objects. For step b) we extend the procedure described in Garcia-Santesmases and
Bravo (2008) and we use modal symbolic objects to analyze the consensus on a
class of individuals. A clustering based solution is proposed. Symbolic objects built
from the obtained clusters are the consensus groups, which extensions of a fixed
level satisfying at least a fixed number of issues cover the set of individuals. A
graphical representation of the consensus groups is used, based on the zoom star
representation. An example is given to illustrate a complete analysis.

Keywords: symbolic objects, consensus analysis, cluster analysis, consensus
measure
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Clusters of Gastrointestinal Tract Cancer in
the Caspian Region of Iran:

A Spatial Scan Analysis

Mohammadreza Mohebbi1 and Rory Wolfe1
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Abstract. Spatial cluster detection is an important tool in cancer surveillance to
identify areas of high risk and to generate hypotheses about cancer etiology. Numer-
ous studies in the literature have focused on gastrointestinal (GI) cancer because it
is the most common organ system involved. In this paper we explore whether there
is statistically significant global clustering of GI tract cancer in the Caspian region
of Iran.
Method: A spatial scan statistic was used, which searched for clusters of disease
without specifying their size or location ahead of time, and which tested for their
statistical significance while adjusting for the multiple testing inherent in such a
procedure. The approach combined time series scan statistic and spatial search ma-
chine methods. The spatial scan test used a moving circle of varying size to find
a set of regions or points that maximised the likelihood ratio test for the null hy-
pothesis of a purely random Poisson.
Results: Demographic data and age-specific GI cancer incidence rates were ob-
tained for all 160 agglomerations in 26 wards of Caspian region for 2001-2006 (Mo-
hebbi et al, 2008). The analysis was performed in male female and both sexes
combined. A primary significant cluster of high incidence was identified in the east-
ern agglomerations for esophageal and stomach cancer in male, female and both
sexes combined. There was also evidence of significant non-overlapping secondary
clusters in the region.
Conclusions: The analysis identified geographic areas with elevated GI cancer
incidence in the Caspian region of Iran. Surveillance findings such as these have
the benefit of providing insight to the epidemiologist and might lead to monitoring
geographical trends for cancer control activities.

Keywords: Disease clustering, Gastrointestinal cancer, Monte Carlo method,
Poisson distribution, Spatial autocorrelation
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Design of Least-Squares Quadratic Estimators
Based on Covariances from Interrupted

Observations Transmitted by Different Sensors
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Abstract. This paper discusses the least-squares quadratic estimation problem
of discrete-time signals from uncertain noisy observations coming from multiple
sensors. For each sensor, the uncertainty about the signal being present or miss-
ing in the observation is modelled by a set of Bernoulli random variables whose
probabilities are not necessarily the same for all the sensors.

It is assumed that only information on the moments (up to the fourth-order
ones) of the signal and observation noise is available. The estimators do not require
full knowledge of the state-space model generating the signal process, but only the
autocovariance and crosscovariance functions of the signal and their second-order
powers in a semidegenerate kernel form, and the probability that the signal exists
in the observed values.

To address the quadratic estimation problem, augmented signal and observation
vectors are introduced by assembling the original vectors with their second-order
powers, defined by the Kronecker product. Using an innovation approach, a recur-
sive linear estimation algorithm of the augmented signal based on the augmented
observations is obtained, from which the required quadratic estimators are derived.

To illustrate the theoretical results established in this paper, a simulation ex-
ample is presented, showing the feasibility of the proposed algorithm and the su-
periority of the quadratic estimators over the linear ones.

Keywords: least-squares quadratic estimation, uncertain observations, mul-
tiple sensors
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Using Logitboost for Stationary Signals
Classification
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Abstract. The use of Boosting in conjunction with decision trees has been shown
to be an effective method for classification problems characterized by high dimen-
sionality. We propose using Boosting for classification of signals generated by sta-
tionary processes with mixed spectra, taking as features vector the ordinates of
the components of the spectral distribution obtained at Fourier frequencies. The
proposed method is evaluated by means of two studies with simulated data and a
third study with real data from electro-encephalogram (EEG) signals measured on
healthy and epileptic subjects in seizure-free intervals. The error rates are compared
with those obtained from another proposed classification method in the literature.

Keywords: logitboost, stationary signals classifier provides predictions that
are clearly better than the V&P method.
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LTPD Plans by Variables when the Remainder
of Rejected Lots is Inspected

J. Klufa1 and L. Marek2

1 University of Economics, Department of Mathematics
W. Churchill Sq. 4, 130 67 Prague 3, Czech Republic, klufa@vse.cz

2 University of Economics, Department of Statistics and Probability
W. Churchill Sq. 4, 130 67 Prague 3, Czech Republic, marek@vse.cz

Abstract. In this paper we shall consider two types of LTPD plans - for inspection
by variables and for inspection by variables and attributes (all items from the sample
are inspected by variables, remainder of rejected lots is inspected by attributes).

For the given parameters N, p̄, pt and cm we must determine the acceptance
plan (n, k), minimizing

Ims = n·cm + (N − n)·[1− L(p̄; n, k)] (1)
under the condition

L(pt; n, c) = 0.10 (2)

(LTPD single sampling plans), where N is the number of items in the lot (the given
parameter), p̄ is the process average fraction defective (the given parameter), pt

is the lot tolerance fraction defective (the given parameter, Pt = 100pt is the lot

tolerance per cent defective – denoted LTPD), cm =
c∗m
c∗s

(c∗s is the cost of inspection

of one item by attributes, c∗m is the cost of inspection of one item by variables), n
is the number of items in the sample (n < N), k is the critical value, L(p) is the
operating characteristic (the probability of accepting a submitted lot with fraction
defective p), i.e. minimizing the mean inspection cost per lot of process average
quality Cms = Ims · c∗s under the condition (2) - see Klufa (1994).

We shall report on an algorithm allowing the calculation of these plans when the
non-central t distribution is used for the operating characteristic. The calculation is
considerably difficult, we shall use an original method and software Mathematica -
see Klufa (in print). From the results of numerical investigations it follows that un-
der the same protection of consumer the LTPD plans for inspection by variables are
in many situations more economical than the corresponding Dodge-Romig attribute
sampling plans.

Keywords: Acceptance sampling, LTPD plans, software Mathematica
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Modelling the Andalusian Population by
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Abstract. In this study, we examine the stochastic Gompertz non-homogeneous
diffusion process, analysing its transition probability density function and conduct-
ing inferences on the process parameters using discrete sampling. All of the results
are applied to the population of Andalusia (Spain), disaggregating the data by sex
for the period 1981 to 2002, taking as exogenous factors only variables that are
purely demographic, i.e. life expectancy at birth, foreign immigration to Andalusia
and total fertility rate.

Keywords: Gompertz diffusion process, exogenous factors, demography, pop-
ulation
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The Moving Average Control Chart
Based on the Sequence of Permutation Tests

Grzegorz Konczak1
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Abstract. The classical methods for monitoring the process mean in quality con-
trol procedures are based on the normality assumption. The Shewhart control charts
are graphical representations of the sequence of parametric tests. It is important to
remember assumptions such as normality and independence.

Permutation tests were introduced by R.A. Fisher in the early 1930’s. These
tests are a computer-intensive statistical methods. These tests are free of mathe-
matical assumptions, especially completely removes the normality condition. Per-
mutation tests could be used even if the normality assumption is not fulfill. There
is presented in the paper a method for monitoring process mean. The construction
of the control chart based on the sequence of permutation tests is presented in the
paper.

The properties of the proposed control chart are considered in the Monte Carlo
study. The simulation study has shown that the permutation control chart could be
used for monitoring process mean in the short production run situation. This control
chart is useful for monitoring non-normal processes. The permutation control chart
gives accurate probabilities of the incorrect out-of-control signals even for non-
normal processes.

Keywords: moving average, control charts, permutation tests, bootstrap,
Monte Carlo
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Cointegrated Lee-Carter Mortality Forecasting
Method?
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Abstract. The classical Lee-Carter forecasting method is based on the assump-
tion that the overall mortality index follows the random walk model with drift or
the ARIMA model. If the two sexes in one country are forecasted separately, the
forecasts of male and female mortalities can diverge increasingly over time. This
problem can be solved by the Cointegrated Lee-Carter method. On the example
of some European countries it is shown that this method leads to more tied up
forecasts of the overall mortality index with smaller standard errors in comparison
with the classical Lee-Carter method.

Keywords: Mortality, Lee-Carter Method, Cointegration
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A Class of Multivariate Type I
Generalized Logistic Distributions
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Abstract. The logistic distribution has found important applications in many dif-
ferent fields and several different forms of generalizations have been proposed in
the literature. However it seems, with a few exceptions, that there are not in the
literature forms of multivariate generalized logistic distributions. In this paper we
focus on the type I generalized logistic distribution and, based on a procedure of
multivariate transformation of multivariate exponential distributions, we introduce
a class of multivariate type I generalized logistic distributions. We provide some
examples of bivariate and multivariate distributions of this class.

Keywords: type I generalized logistic distribution, multivariate exponential
distributions, multivariate type I generalized logistic distributions
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A General Strategy for Determining
First-Passage-Time Densities Based on the

First-Passage-Time Location Function

Patricia Román-Román, Juan José Serrano-Pérez and Francisco
Torres-Ruiz

Departamento de Estad́ıstica e Investigación Operativa (Universidad de Granada)
Avda Fuentenueva s/n, 18071 Granada, Spain, {proman,jjserra,fdeasis}@ugr.es

Abstract. This paper presents a general strategy for the efficient application of
numerical schemes for solving Volterra integral equations which have as solution
first-passage-time density functions associated to certain stochastic processes. Such
strategy is based on the information provided by the First-Passage-Time Location
function about the location of the variation range of the first-passage-time variable,
and it is valid for general type situations that expand on the particular cases con-
sidered in Román et al. (2008). In addition, numerical applications are shown to
prove the validity of the strategy as well as its computational advantages.

Keywords: Diffusion processes, First-passage-times, Volterra integral equa-
tions, First-Passage-Time Location function
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Using Observed Functional Data to Simulate a
Stochastic Process via a Random

Multiplicative Cascade Model

G. Damiana Costanzo1, S. De Bartolo2, F. Dell’Accio3, and G. Trombetta3

1 Dip. Di Economia e Statistica, UNICAL, Via P. Bucci, 87036 Arcavacata di
Rende (CS), Italy, dm.costanzo@unical.it

2 Dip. di Difesa del Suolo V. Marone, UNICAL, Via P. Bucci, 87036 Arcavacata
di Rende (CS), samuele.debartolo@unical.it

3 Dip. di Matematica, UNICAL, Via P. Bucci, 87036 Arcavacata di Rende (CS),
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Abstract. Functional data has received in recent years considerable interest from
researchers and the classical tools from finite multivariate analysis have been adapted
to this kind of data. Preda and Saporta (2005) proposed PLS regression in order
to perform LDA on functional data. Following this approach, to address the prob-
lem of anticipated prediction of the outcome at time T of the process in [0, T ], in
Costanzo et al. (2006) we measured the predictive capacity of a LDA for functional
data model on the whole interval [0, T ]. Then, depending on the quality of predic-
tion, we determined a time t∗ < T such that the model considered in [0, t∗] gives
similar predictions to that considered in [0, T ]. We consider a new approach based
on the definition of special Random Multiplicative Cascades to model the underly-
ing stochastic process. In particular, we consider a class S of stochastic processes
whose realizations are real continuous piecewise linear functions with a constrain
on the increment. Let R be the family of all binary responses Y associated to a
process X in S and consider data from a continuous phenomenon which can be
simulated by a pair (X, Y ) ∈ S × R, with the same objective of prediction of the
binary outcome earlier than the end of the process, we introduce the adjustement
curve for the binary response Y of the simulated stochastic process X. Such a tool
is a decreasing function which would make it possible to predict Y at each point in
time before time T . For real industrial processes this curve can be a useful tool for
monitoring and predicting the quality of the outcome before completion.

Keywords: functional data, stochastic process, multiplicative cascade
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Constructing Economic Summary Indexes via
Principal Curves

Mohammad Zayed1,2 and Jochen Einbeck1
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Abstract. Index number construction is an important and traditional subject in
both the statistical and the economical sciences. A novel technique based on lo-
calized principal components to compose a single summary index from a collection
of indexes is proposed, which is implemented by fitting a (local) principal curve
to the multivariate index data. We exploit the ability of principal curves to ex-
tract robust low-dimensional ‘features’ (corresponding to the summary index) from
high-dimensional data structures, yielding further useful analytic tools to study the
behaviour and composition of the summary index over time.

Keywords: summary indexes, feature extraction, principal component analy-
sis, smoothing
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Regression Diagnostics for Autocorrelated
Models with Moving Average Errors
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Abstract. Autocorrelation in a regression model is a common phenomenon in
most practical studies. The presence of autocorrelated errors require the use of
the generalized least-squares technique in estimating the regression coefficients.
Using the deletion technique in checking for outliers in such a model leads to the
disruption of the error structure. In this paper we take account of this disruption
in studying the diagnostics of a regression model whose errors follow a first-order
moving average process.

Keywords: Moving average process, outliers, deletion technique
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Latent Variable Regression Model for
Asymmetric Bivariate Ordered Categorical

Data:
A Bayesian Approach
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Abstract. The analysis of correlated ordinal responses is usually more complex
than continuous and binary response data. Particularly, existing methods in mod-
eling ordered data have not been developed to asymmetric bivariate or multivariate
ordinal responses. In this area, for estimating model parameters, classical approach
usually fits the regression model using maximum likelihood approach and infer-
ences about the model parameters are based on the associated asymptotic theory
(see Zayeri et al. (2006)). In this paper, we use a latent variable regression model
for analyzing asymmetric bivariate ordinal response data. In this model, a general-
ization of bivariate Gumbele’s distribution (Gumbele (1961)), which developed by
Satterthwaite and Hutchinson (1978),

Gν(x, y) =
�
1 + e−x + e−y�−ν

,

f(x, y) =
ν(ν + 1)e−x−y

(1 + e−x + e−y)ν+2 ,

was utilized as the latent variable. In addition, we used a Bayesian approach and
MCMC algorithm (such as Gibbs Sampling and Metropolis- Hasting) for estimating
the model parameters (β, θ, ν, y∗).

Keywords: Asymmetric Ordinal Response, Bayesian Analysis, MCMC, La-
tent Variable.
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Abstract. Since the early ’90s, the Italian economy has been characterized by a
relative decline in its economic growth. Leading Italian economists attribute this
to the feature of the Italian productive system (low labor productivity, small firm
size and specialization in traditional sectors). This paper investigates how some
relevant aspects of firms behavior affected the dynamics of the Italian firms’ labor
productivity (1998-2004) using an original database from the Italian National In-
stitute of Statistics at a micro level (firm level). In particular, we test how the cost
of labor, investments in R&D activities and patents, size of firms as well as the
sector of activity (ATECO 2004) influenced the poor performance of Italian firms
labor productivity growth in the period considered. We run a pooled regression
model on manufacturing (high and low tech sectors) and services, separately. We
find evidence of a strong positive relationship between labor productivity growth
and size of firms, investments in intangible assets and cost of labor. We also stress
the key role of technology in both manufacturing and service sectors.

Keywords: labor productivity, pooled regression, intangible capital
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Calibration through Shuttle Algorithm:
Problems and Perpectives

Lucia Buzzigoli1, Antonio Giusti1, and Monica Pratesi2
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Abstract. The main objective of the calibration methodology is to use auxiliary
information to obtain estimators that are approximately unbiased with a variance
smaller than that of the Horvitz-Thompson estimator (Deville and Särndal (1992)).
In many cases the final weights are able to make the estimates be consistent or re-
produce the auxiliary information, which consist of known marginal counts or totals
in a two or a multi-way table (Deville and Tillé (2004)). When a weighted sum of
squares distance is used to measure the distance between the two sets of weights,
the estimator obtained through calibration corresponds to a generalized regression
estimator.
The execution time of the estimation software used in calibration is proportional
to the number of auxiliary variables and to the level of complexity of the multi-way
table. As far as the individual weights are concerned, these can be negative with
results of no sense in many real life applications. Under more general constraint
equations this problem can be overcome, but the execution time is obviously in-
creased by the complexity of the constraint. The problem can be faced efficiently
throughout algorithms, which analyze the structure of an unknown n-dimensional
array given its marginal distributions.
The authors propose to estimate calibration weights by means of the Shuttle algo-
rithm (Buzzigoli and Giusti (2006)), a simple method to calculate lower and upper
bounds of a generic n-way array given all its (n-1) marginals. The algorithm has
relevant links with probabilistic and statistical aspects and is particularly easy to
implement, has a low storage requirement and is very fast. Some first applications
show promising results.

Keywords: Sample Survey, Calibration, Shuttle Algorithm
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Statistical Power and Sample Size
Requirements in Experimental Studies with

Hierarchical Data
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Abstract. A Hierarchical Linear Model (HLM) is a regression model for hierar-
chical data sets and has attracted interest in various areas of psychological, social,
educational and clinical research. Examples of hierarchical relation include patients
in hospitals, student in schools (e.g., Raudenbush ＆ Bryk, 2002). HLM allows vari-
ance in outcomes to be analyzed at multiple hierarchical levels, whereas in a simple
regression model, all effects are modeled to occur at a single level.
　 Statistical power and sample size requirements are fundamental problems in re-
search design, and are generally evaluated by power analysis. Key decisions in power
analysis include setting the number of units and clusters in order to have a desired
power for detecting meaningful differences. In past research into HLMs, several re-
searches derived formulae for evaluating statistical precision and optimal sample
sizes in two-level hierarchical cluster randomized trials (CRTs: i.e., the cluster is
randomized, not the units). Recently, Heo ＆ Leon (2008) derived a closed-form
power function and a formula for determining sample size to detect a single inter-
vention effect on outcome in three-level hierarchical CRTs.
　 In experimental research, research hypotheses are mainly for main effects and
interaction effects of interventions. More specifically, experimental research focuses
on tests of contrasts for these effects. However, most of the proposed techniques so
far focused on some specific situations and cannot be applied to a wide range of
experimental designs since the number of factors and groups are restricted.
　 In the present research, we propose a general method for evaluating statisti-
cal power to test intervention effects in experimental research with hierarchical
data. This approach enables statistical power to be evaluated for various types of
contrasts in regards to main effects and interaction effects within multiparameter
tests based on Wald statistics. Additionally, we show how power curves for various
contrasts change for various values of effect size, sample size, intraclass correlation.

Keywords: statistical power, sample size, hierarchical linear model, multi-
level model, experimental study
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Properties of range-based volatility estimators

Peter Molnár1

Norwegian School of Economics
Helleveien 30, 5045 Bergen, Norway, Peter.Molnar@nhh.no

Abstract. Volatility plays crucial role in many areas of finance and economics.
It is not directly observable and must be estimated. If we have only daily closing
prices and we need to estimate volatility on a daily basis, the only estimate we
have is squared daily return. 1 This estimate is very noisy. However, closing prices
are not the only daily data available. For most financial data, open, high and low
daily prices are available too. Range, the difference between high and low prices is
natural candidate to be used for volatility estimation. Parkinson (1980) introduces
range (the difference between high and low prices) as a volatility estimator which is
less noisy than squared returns. Garman and Klass (1980) subsequently introduce
estimator based on open, high, low and close prices, which is even less noisy.

We study properties of range-based estimators and find that the best estimator
is Garman and Klass (1980) estimator. The property we focus the most is the effect
of the use of range-based volatility estimators on the distribution of returns scaled
by their standard deviations. Using volatility estimated from high frequency data,
Andersen et al. (2001) show that normalized returns are indeed Gaussian. Contrary,
returns scaled by sigmas estimated from GARCH type of models (based on daily
returns) are not Gaussian, they have fat tails. We show that even when returns are
normally distributed, returns standardizes by (imprecisely) estimated volatility are
not normally distributed. However, approximate normality of standardized returns
is obtained for Garman-Klass volatility estimator. We test this estimator empirically
and find that we can obtain the same results from daily data as Andersen et al.
(2001) obtained from high-frequency (transaction) data.

Keywords: volatility, range, high, low
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Using mixture of distributions
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Abstract. The aim is to identify the suitable distribution for modeling the future
changes in fertility distributions. Different distributions are used: Beta distribution,
Gamma distribution, single and mixture Hadwiger function. The results indicate
that mixture Hadwiger model is useful in describing fertility curves of the Estonia.

The Hadwiger function is expressed as

f(x) = αβ
γ
√

π

�
γ
x

� 3
2 exp

�
−b2

�
γ
x

+ x
γ
− 2

��
(1),

where x is the age of mother at birth and α, β, γ are the parameters to be fitted.
If population is not homogeneous but two somewhat different populations it

would be convenient to apply a combination of a pair of curves: Chandola et al.
(1999).

The mixture function is expressed as f(x) = mf1(x) + (1−m)f2(x),
where x is the age of mother at birth, m is the mixture parameter that de-

termines the relative size of two component distributions and f1(x), f2(x) are the
Hadwiger functions in subpopulations given by (1).

The fit of all models is tested using period data by single year of age of mother.
The data were obtained from statistical database of Statistical Office of Estonia.

Keywords: Hadwiger function, mixture of distributions, modeling
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Comparing ORF Length in DNA Code
Observed in Sixteen Yeast Chromosomes

Anna Bartkowiak12 and Adam Szustalewicz1
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Abstract. Generally, the yeast genome – composed from 16 chromosomes – con-
tains 6686 ORFs (Open Reading Frames) with inscribed genetic information about
the functioning of the yeast organism – see Christianini and Hahn (2007). We count
the ORF length in molecules named amino-acids. Bartkowiak (2008) has shown that
ORF length found in four chromosomes can be described by the Negative Binomial
(NB) distribution, characterized by two parameters: r and p.

Now we consider the same random variable (i.e. ORF length, counted in amino-
acids) for all the 16 yeast chromosomes containing together n = 6686 ORFs. We
notice that the estimates of the parameters r̂i, p̂i exhibit very similar values. This
is shown by displaying confidence ellipses for estimates of the pairs r̂i, p̂i for indi-
vidual chromosomes and a joint estimate for the Grand Total, i.e. for all data taken
together. The confidence ellipses were evaluated on the basis of the observed infor-
mation matrix obtained from the Hessian of the log-Likelihood (Stuart et al., 1999).
Using the Likelihood Ratio (LR) test we show that the hypothesis on the equality of
the parameters in individual chromosomes can not be rejected. We confirm further
this hypothesis by some simulation experiments using NB pseudo-random numbers
generator ’nbinrnd’ from Matlab Statistical Toolbox (Matlab 2002).

It is really amazing that such a simple probabilistic model like the NB distrib-
ution is able to describe such complicated phenomenon as the DNA code working
in an environment subjected to cell divisions, cell repairs and mutational pressure.

Keywords: DNA code, amino-acids, ORF length, negative binomial, para-
meter estimation, confidence ellipses
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Abstract. There is a very wide range of spheres in which comparing two groups
subjected to different treatments is naturally required. Among the possible ways
of comparing two treatments, one has recently gained importance, especially in
the area of clinical trials: the so-called non-inferiority tests, these are statistical
procedures used to verify whether there is sample evidence that a new treatment
is not substantially inferior in terms of its effectiveness than a control treatment.

In the area of non-inferiority tests, a problem of practical interest is the calcula-
tion of test sizes. This calculation presents difficulties because a nuisance parameter
appears, enormously complicating the calculations and making them a computa-
tionally intensive problem. In the literature rarely does the calculation of test sizes
for non-inferiority tests appear, apparently due to the computational effort required.

An important result in the direction of achieving more efficiently calculated
test sizes is a theorem owed to Röhmel and Mansmann (1999). The merit of this
theorem is enormous as it greatly simplifies calculation of test sizes when critical
regions fulfill the Barnard convexity condition. In spite of this, however, it can be
computationally intensive even if the exhaustive method is used to obtain the max-
imum required in this theorem, as typically has been done. It is therefore advisable
to seek a more practical and computationally less demanding alternative than the
exhaustive method.

In search of an alternative to reduce this calculation, it is natural to investigate
the possible application of Newton’s method because it is a very efficient opti-
mization method. However representation of derivates is extremely complicated to
calculate. In this work is obtained a quite manageable closed form for the first two
derivatives of the power function because when is assumed that the critical regions
of the tests fulfill the Barnard convexity condition, therefore Newton’s method can
be applied to computation of test sizes reducing computational time considerably.

Keywords: Test size, unconditional test, non-inferiority test
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A functional relationship model for
simultaneous data series
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Abstract. Modelling the relationship between simultaneous data series is impor-
tant for a wide variety of applications. Despite apparently wide application, method-
ologies are at present still inadequate. The well-known modelling technique is longi-
tudinal data analysis. Longitudinal data analysis mainly focuses on how to handle
the within-person correlations among the repeated measurements. Data are often
obtained with few measures per subject and the models are formulated as linear.
For two longitudinal data with large-scale measures for subjects, the dimensionality
is high, hence there are few robust alternatives that can successfully address the
unique features characterised by the data. As such, another technique, referred to
as functional data analysis, is often employed. Various smoothing techniques are in-
troduced and applied for analysing functional data sets, such as curves and shapes.
A sufficiently large amount of data is needed to adequately approximate the func-
tion. However, many data series are short, hence functional data model may not be
able to simulate with reasonable accuracy. In addition, a significant characteristic
of real life’s data is their nonlinear nature. It is thus desirable to devise a method
able to discover and identify the nonlinear structure of the relationship between the
data series. The purpose of this study is to present a new mathematical methodol-
ogy for addressing all these issues. We extend the literature to both periodic time
series and longitudinal data. The main difference of the proposed model from other
methods is its capability for identifying complex nonlinear structure of the rela-
tionship behind the simultaneous data series. We use singular value decomposition
technique to extract and model the dominant relationship between two data series.
The functional relationship can be used to explore complex interplay among the
mechanical and physical factors which govern the targeting system. The dataset
of measured computer-related workload and health outcome was used to test the
proposed model with promising results even though the data suffer from a number
of limitations such as collection of time series of the data is short. In addition, com-
putation algorithms are relatively simple which are easily computed by computers
with available commercial software.

Keywords: simultaneous data series, periodic time series, longitudinal data,
functional relationship, mathematical modelling



PS1: Poster Session 1 219

Change point Detection in trend of mortality
DATA
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Abstract. Mortality refers to death that occurs within a population. It is linked
to many factors such as age, sex, race, occupation and social class. Chang in the
pattern of mortality trend can affect the population standards of living and health
care. This event makes a change point is occurred in mortality rates. The aim of
this study is to detect change point in Iranian mortality data during 1970 to 2007.
We use several frequencies and Bayesian methods to estimate the change point un-
der both Poisson and poisson regression modeling for mortalities. All method show
that a change has occurred in mortality rates at 1993. This result corresponds to
descriptive result of Statistical Center of Iran.

Keywords: change point, MCMC, mortality, Poisson regression, Bayes in-
formation criterion
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Choosing variables in cluster analysis based on
investigating correlation between variables
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Abstract. In the paper a novel technique of variable choice in the context of
cluster analysis is proposed. The characteristic feature of this technique is that it
does not need neither the specification of the number of clusters nor any reference
to any particular method of object grouping. The technique is based entirely on
the investigation of a kind of variable correlation measure designed specially for the
task. This correlation measure is defined in the following way.

CORR (A, B) =
cov (dA, dB)

stdev (dA) stdev (dB)
.

The measure defined above is a linear correlation coefficient between distances
calculated on two different sets A and B of variables. In order to compute this
coefficient we have to draw a number of pairs of objects and to repeat this drawing
and computation a number of times to find a relatively stable value. Both of these
numbers have to be fixed throughout the whole procedure. This measure is very
effective in searching for variables creating data set cluster structure. The idea
behind this reasoning is as follows. If there is a distinct cluster structure in a data set
then any two sets of variables creating this structure should be positively correlated
in the sense of the measure proposed (pairs of objects belonging to the same cluster
should have small distances on both sets of variables and pairs of objects belonging
to different clusters should have big distances on both sets of variables). Looking
for variables important to cluster structure we associate positive notes with sets
of variables with positive value of the coefficient and negative notes with one or
both sets of variables with negative value of the coefficient. One can use this idea
in a number of ways. We are going to present the results of a simple algorithm
which minimizes the average value of the coefficient computed for all possible pairs
of variables both of which belong to one of two different sets of variables into
which the set of all variables is split. We asses the efficiency of this algorithm in
a simulation experiment following closely Steinley and Brusco pattern (Steinley &
Brusco, 2008). In presence of correlation between masking variables the algorithm
almost never goes wrong. When there is no correlation between masking variables
the results are fractionally worse.

Keywords: cluster analysis, variable choice
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Nonparametric approach for Scores
of Department Required Test

Li-Fei Huang1

Department of Applied Statistics and Information Science, Ming Chuan University
5 Teh-Ming Rd., Gwei-Shan Taoyuan County 333, Taiwan
lhuang@mail.mcu.edu.tw

Abstract. The data comes from the ROC College Entrance Examination Center in
2009. I would like to analyze the scores of Chinese, English, Scientific Mathematics
(abbreviated SciMath) and Social Scientific Mathematics (abbreviated SSciMath),
which are the four most important subjects in the Department Required Test. I
obtain a random sample of 5000 scores from about 80,000 high school students who
attained the Department Required Test. The examination time is 80 minutes and
the range of test score is from 0 to 100 for all subjects.

There are three major interests:

(1) Will the gender affects students performance in different subjects?
(2) Is there any difference in study performance for students who live in the city

and students who live in the countryside?
(3) Is there an interaction between the gender and the residence?

The confidence interval for the ratio of scores can provide a clear standard to
justify the difference in study performance. If the difference in study performance
indeed exists, some steps must be taken to shorten the difference.

Keywords: Median, Ratio of scores, Empirical confidence interval, Non-parametric
confidence interval
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A Model-Based Approach to Identify
Historical Controls in Clinical Trials

Jessica (Jeongsook) Kim1 and John Scott1

Center for Biologics Evaluation and Research, FDA
1401 Rockville Pike, Rockville, MD 20852-1448, USA Jessica.Kim@fda.hhs.gov

Abstract. In certain clinical trials, one may encounter situations where no active
controls are available. In designing such studies, both placebo controls and his-
torical controls have been used as comparators. Understanding historical control
rates of some event may present a challenge to the drug development process due
to innovations in medical treatments or changes in medical practice over time and
the comparability of the specific target patient populations. Our goal is to identify
a better method of determining appropriate historical control rates for the proper
efficacy evaluation of biologic products. In addition to considering standard applica-
tions of meta-analysis, we will apply Bayesian meta-analysis techniques to identify
appropriate historical control rates using information from literature reviews. We
will discuss a model-based approach to obtain a more representative evaluation
of possible historical control rates and control populations. We will evaluate these
methods by comparing intervals (confidence and credible) and via cross-validation
procedures using subsets of the available data. There may be sensitivity to the
prior on the between-study variability in a Bayesian meta-analysis, espeically with
a small number of studies and/or small numbers of patients in each study(poor prior
info). We will explore a variety of plausible priors for the between-study variability,
especially in the class of so-called non-informative priors.

Keywords: historical control, Bayesian meta-analysis, prior information
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Accurate Distribution and its Asymptotic
Expansion for the Tetrachoric Correlation

Coefficient.

Haruhiko Ogasawara

Department of Information and Management Science, Otaru University of
Commerce
3-5-21, Midori, Otaru 047-8501 Japan, hogasa@res.otaru-uc.ac.jp

Abstract. Accurate distributions of the estimator of the tetrachoric correlation
coefficient and, more generally, functions of sample proportions for the 2 by 2 con-
tingency table are derived. The results are obtained given the definitions of the
estimators even when some marginal cell(s) are empty. Then, local asymptotic ex-
pansions of the distributions of the parameter estimators standardized by the pop-
ulation asymptotic standard errors up to order O(1/n) and those of the studentized
ones up to the order next beyond the conventional normal approximation are de-
rived. The asymptotic results can be obtained in a much shorter computation time
than the accurate ones. Numerical examples were used to illustrate advantages of
the studentized estimator of Fisherfs z transformation of the tetrachoric correlation
coefficient.

For the full result of this paper, see Ogasawara (2010).

Keywords: tetrachoric correlation coefficient, Edgeworth expansion, Cornish-
Fisher expansion, asymptotic cumulants, studentized estimators, Fisherfs z
transformation.
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Error augmentation for the conditional score
in joint modeling

Yih-Huei Huang1, Wen-Han Hwang2, and Fei-Yin Chen1

1 Department of Mathematics, Tamkang University, Taipei County, Taiwan.
yhhuang@mail.tku.edu.tw

2 Department of Applied Mathematics and Institute of Statistics, National Chung
Hsing University, Taichung, Taiwan. wenhan@nchu.edu.tw

Abstract. It happens that the times of repeat measurements depends on the out-
come variable. In a joint model of time-to-event and longitudinal data, the longi-
tudinal data is available or meaningful only before the time to event. Thus, those
who have longer studying time should have more measurements. It follows that the
average of measurements or coefficients of estimated regression function have dis-
tributions depend on response variable. This is a kind of differential measurement
error problem. In this talk, an error augmentation algorithm will be introduced
to modify existent conditional score analysis to incorporate such differential mea-
surement error. We found that the modification is easy, robust, consistent and can
result more efficient estimators.

Keywords: measurement error, conditional score, joint modeling, error aug-
mentation
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On the use of random forests and resampling
techniques for predicting the duration of

chemotherapy-induced neutropenia in cancer
patients

Susana San Mat́ıas, Mónica Clemente, and Vicent Giner-Bosch

Departamento de Estad́ıstica e Investigación Operativa Aplicadas y Calidad,
Universidad Politécnica de Valencia
Camino de Vera s/n, 46022 Valencia, Spain
ssanmat@eio.upv.es, mclement@eio.upv.es, vigibos@eio.upv.es

Abstract. Febrile neutropenia (FN) is a frequent side-effect in cancer patients
treated with chemotherapy. Determining the duration of the FN episode is essential
because high FN durations are associated with a higher probability of suffering
serious complications, including death. In recent papers, as Lalami et al. (2006)
and San Mat́ıas et al. (2009), several scoring models have been proposed in order
to classify patients into one of two categories -namely predicted low or high FN
duration. San Mat́ıas et al. showed also that the predictive ability of scoring models
can be outperformed using a combination of statistical techniques. The problem
consists on developing such a predictive methodology when the training dataset
has a small sample size. In the present work we propose the use of random forests
(see Breiman (2001)) for predicting the duration class of a patient. Particularly,
numerical results are shown in the case that we have a small dataset. A discussion
and comparison with other resampling techniques is presented.

Keywords: Neutropenia, Random Forests, Survival Analysis
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On estimation of tree abundance from a
presence-absence map

Wen-Han Hwang

Department of Applied Mathematics and Institute of Statistics,
National Chung Hsing University, Taichung, Taiwan, wenhan@nchu.edu.tw

Abstract. A presence-absence map is consisted of regular rectangle grids, where
each grid flags the occurrence or unoccurrence of a tree species in the rectangle. The
scientific question arising from here is how to estimate the abundance of the species
using the presence-absence map only. Instead of the negative binomial model which
is often used in ecology, we propose a mixed gamma poisson model to describe
the species distribution over the grids. A novel reproduced three-map techinque
is introduced to estimate the species abundance as well as other parameters. We
evalute the performance of the proposed method through a forest data set which
contains 817 tree speices and the total tree abundance is over than 300,000. The
forest plot is in Malysia, it has an area of 50 hectares and the data was censused
during 1985-1987.

Keywords: negative binomial, mixed gamma Poisson, random placement
Model
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Scoring vs. statistical classification methods
for predicting the duration of

chemotherapy-induced neutropenia

Vicent Giner-Bosch, Susana San Mat́ıas, and Mónica Clemente

Departamento de Estad́ıstica e Investigación Operativa Aplicadas y Calidad,
Universidad Politécnica de Valencia
Camino de Vera s/n, 46022 Valencia, Spain
vigibos@eio.upv.es, ssanmat@eio.upv.es, mclement@eio.upv.es

Abstract. Chemotherapy-induced neutropenia (CIN) is the most common side
effect associated with the administration of anticancer drugs. Up to 25% of patients
treated with chemotherapy are likely to develop a febrile neutropenia (FN) episode
(Crawford et al. (2004)). It is now accepted that there is a relationship between the
aggressiveness of the chemotherapy regimen and FN duration. Lalami et al. (2006)
developed a scoring model which aims to predict CIN duration according to the
aggressiveness of the cytotoxic regimen. However, we found contradictory results
when applying their proposal using a new sample. For this reason, in this work our
goal has been to compare the performance of scoring methods for predicting FN
duration vs. new predictive systems based on statistical classification techniques,
using as an input only the information on the cytotoxic regimen.

We have developed three new scores for predicting if a patient will belong either
to a low or high duration group. Two of them are scoring methods and the third
one was built by using advanced statistical tools such as cluster analysis (Hastie et
al. (2001)) and classification trees (Breiman (1984)). This methodological approach
identifies the patients that will need the longest times to recover from FN. Numerical
results of all the predictive methods are presented and discussed.

Keywords: Biostatistics, Classification trees, Cluster, Febrile Neutropenia
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Robust Model for Pharmacokinetic Data in
2x2 Crossover Designs and its Application to

Bioequivalence Test

Yuh-Ing Chen1 and Chi-Shen Huang2

1 Institute of Statistics, National Central University,
Jhongli, Taiwan 32054, R.O.C, ychen@stat.ncu.edu.tw

2 Institute of Statistics, National Central University,
Jhongli, Taiwan 32054, R.O.C, 92245001@cc.ncu.edu.tw

Abstract. To have a robust analysis of pharmacokinetic (PK) data in a 2x2
crossover design where involves both the test and reference drugs, we proposed
a semi-parametric model for drug concentrations in blood over time when the ki-
netic of the drugs under study is uncertain or too complicated. The proposed model
primarily includes a smooth mean drug concentration-time curve that can be esti-
mated by using restricted cubic splines and an error variable which is distributed
to a generalized gamma distribution (Stacy, 1962). To take into account of the ef-
fect of subject’s covariates on the drug concentration, we also consider a smooth
function of covariates in the model which can be estimated by using tensor prod-
uct regression spline (Eilers and Marx, 2003). A global bioequivalence test for the
two drugs is then suggested which is based on the difference between the two drug
concentration-time curves. The robustness of the level and power performances of
the suggested test, comparative to the one in Chen and Huang (2009), is then in-
vestigated in a simulation study. Finally, we illustrate the proposed model and test
based on two datasets for bioequivalence study.

Keywords: semi-parametric model; restricted cubic splines; crossover design;
bioequivalence test; pharmacokinetic study
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Functional data analysis to modelling the
behaviour of customers

Mónica Clemente1, Susana San Mat́ıas1 and Teresa León2

1 Departamento de Estad́ıstica e Investigación Operativa Aplicadas y Calidad,
Universidad Politécnica de Valencia
Camino de Vera s/n, 46022 Valencia, Spain
mclement@eio.upv.es, ssanmat@eio.upv.es

2 Departamento de Estad́ıstica e Investigación Operativa, Universitat de València
Dr. Moliner, 50, 46100 Burjassot, Valencia, Spain
Teresa.Leon@uv.es

Abstract. In most applications, the available information in the context of Cus-
tomer Relationship Management (CRM) for the analysis of customers consists of
historical data. In the last years, the main questions in CRM have been faced up
by the application of a great variety of data mining techniques (Ngai et al. (2009)).
Our proposal consists of considering historical data about customers as trajecto-
ries evolving over time, in such a way that we can use Functional Data Analysis
(FDA) tools to analyse their behaviour. FDA concerns the statistical analysis of
data which come in the form of continuous functions, usually smooth curves (see
Ramsay and Silverman (1997)).

Particularly, our goal is to define a behaviour pattern that could be associated
with churners or customers leaving the firm. With this aim, we have focused on the
segmentation of customers, or more precisely, the establishment of behaviour pat-
terns useful for marketing or business applications. We propose to apply functional
cluster analysis (as in Cerioli et al. (2006)) and functional PCA in order to obtain
groups of customers with a similar evolution over time, and then to select the churn
pattern. We present some numerical results when applying this methodology to a
dataset of real customers.

Keywords: Functional Data Analysis, Marketing, Churn analysis, Data min-
ing
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A New Methodology of Gini Coefficient
Decomposition

and its application to data in China

Xu Cao

School of Statistics,Southwestern University of Economics and Finance
Guanghuacun Street,Number 55,Chengdu,Sichuan,610074,PR China
caosichuan@swufe.edu.cn

Abstract. Gini coefficient is an important index used by economists to measure
the disparity of income within one population group.its decomposition becomes
more and more demanding for economists to compute Gini coefficient accurately
and economically because the collection of data for a large group of population is
costly ans time consuming.In this paper,a new methodology of decomposition has
derived,in which the interaction terms betweem the subgroups have more signifi-
cant economic sense than other decomposition methods.In application to Macro-
Economic data in China in which case it has been proven that UMVUE does not
exist,an invariant Pitman estimator is obtained .Numerical simulation has been
done By SAS.The results turn out to be more accurate and revealing.

Keywords: Gini coefficient, decomposition, Pitman estimator
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A Widely Linear Estimation Algorithm?

Rosa M. Fernández-Alcalá, Jesús Navarro-Moreno, Juan C. Ruiz-Molina,
Javier Moreno-Kayser, and Antonia Oya-Lechuga

Department of Statistics and Operations Research. University of Jaén
Campus Las Lagunillas, Jaén, Spain. {rmfernan, jnavarro, jcruiz, aoya}@ujaen.es

Abstract. A general discrete-time estimation algorithm is provided for a type of
complex-valued signal which is a second-order stationary process. This type of signal
is characterized by having a constant mean function and both the covariance and
relation functions only depend on the difference of time instants. In Picinbono and
Bondon (1997), a detailed study about their advantages in relation to the widely
stationary signals can be found.

In contrast to the conventional treatment of this problem, called strictly linear,
which considers that the involved signals are proper (null relation functions), the
methodology proposed here is based on a widely linear processing approach charac-
terized by considering the information of both the covariance and relation functions.
This type of processing has contributed considerable improvements in relation to
the conventional ones in the sense of providing a smaller mean square error (see,
for example, Picinbono and Bondon (1997), Schreier et al. (2005), Navarro-Moreno
(2008) or Navarro-Moreno et al. (2009)).

The obtained solution is valid for all kind of estimators (filter, predictor and
smoother) and includes a great variety of estimation problems.

Keywords: Linear Estimation, Widely Linear Processing, Second Order Sta-
tionary Processes.
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Abstract

Introduction and objectives:Mixed outcomes arise when, in a multivariate model, response 

variables measured on different scales such as binary and continuous.  We frequently face 

these types of mixed outcomes in medical research.  Artificial neural networks (ANN) can be 

used for modeling in situations where classic models have restricted application when some 

(or all) of their assumptions are not met. In this paper, we proposed a method based on ANNs 

for modeling and predicting mixed binary and continuous outcomes. 

Methods:Univariate and bivariate models were evaluated based on two different sets of 

simulated data.  The scaled conjugate gradient (SCG) algorithm was used for optimization. 

To end the algorithm and finding optimum number of iteration and learning coefficient, mean 

squared error (MSE) was computed.   Predictive accuracy rate criterion was employed for 

selection of appropriate model at the final stage.  We also used our model in real medical data 

for joint prediction of metabolic syndrome (binary) and HOMA-IR (continues) in Tehran 

Lipid and Glucose Study (TLGS). The codes were written in R 2.9.0 and MATLAB 7.6.

Results: The predictive accuracy for univariate and bivariate models based on simulated 

dataset Ι where two outcomes associated with a common covariate, were shown to be 

approximately similar.  However, in simulated dataset ΙΙ in which two outcomes associated 

with different covariates, predictive accuracy in bivariate models were seen to be larger than 

that of univariate models. In real dataset the results indicated the highest predictive accuracy, 

87.37 and 87% in test and validation data, respectively, in model with 10 nodes in hidden 

layer, 

Conclusion:Results indicated that the predictive accuracy gain is higher in bivariate model, 

when the outcomes share a different set of covariates with higher level of correlation between 

the outcomes.. 

Keywords: Mixed Response, ArtificialNeural Network, Bivariate Models, TLGS.  
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Bayesian Analysis on Accelerated Life Tests of

a Series System w ith M asked Interval D ata
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Abstract. W e w ill discuss the reliability analysis ofa series system under acceler-
ated life tests w hen interval data are observed w hile the com ponents are assum ed to
have independent exponential lifetim e distributions. In a series system ,the system
fails if any of the com ponent fails. It is often to include m asked data in w hich the
com ponent that causes failure of the system is not observed. B ayesian approach
incorporated w ith subjective prior distribution w ith the aid of M CM C m ethod is
applied to draw statistical inference on the m odel param eters as w ell as the sys-
tem m ean life tim e and the reliability function. Som e sim ulation study and an
illustrative exam ple w ill be presented to show the appropriateness of the proposed
m ethod.

K eyw ord s: accelerated life tests; intervaldata; series system ;m asked data;

M C M C .
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Abstract. In many industrial applications, the parameter design optimization
problems play an important role but its resolution presents quite a complexity.
The objective of Taguchi method is to solve these problems, and it focus on the de-
sign of less sensitive products to random factors that make oscillate the parameters
that define its quality. This is known as robust design.

On account of Taguchi´s limitations, several authors have presented new alter-
natives to the parameter design problems, as for example Su and Chang (2000) and
Chang (2008). Starting from a Taguchi´s orthogonal design, Su and Chang pro-
posed a two-phase methodology to improving the effectiveness of the optimization
of parameter design in the case of a single response variable. Phase 1 determines
the objective function using an artificial neural network (ARN) for predicting the
value of the response for a given parameter setting. During phase 2, the optimal
parameter combination is obtained by a simulated annealing algorithm.

In this work, we have investigated the use of random forests (see Breiman
(2001)) to determining the objective function in phase 1. We present compara-
tive numerical results using different data mining techniques, including ARN. Our
results show that random forests is the most inexpensive technique (from a com-
putational point of view) and the most stable (from a statistical point of view) in
order to determine the response variable.

Keywords: Taguchi design, Random Forests
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Asymptotic Results in Partially Non-regular
Log-Location-Scale Models
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Abstract. In this paper we get approximations to the moments, different possi-
bilities for the limiting distributions and approximate confidence intervals for the
maximum likelihood estimator (MLE) of a given parametric function when sam-
pling from a partially non-regular log-location-scale model. Our results are appli-
cable to the two-parameter exponential, Power-Function and Pareto distributions.
Numerical simulations have been carried out to illustrate the applicability of our
results. Specifically, asymptotic confidence intervals for quantiles in Pareto models
have been calculated. Our results are compared to other asymptotic approaches
available in the literature. The superiority of intervals we propose is also assessed
probabilistically.

Keywords: asymptotic, non-regular, log-location-scale models
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Abstract. Parameter estimates for associated genetic variants (e.g. Single-Nucleotide
Polymorphisms), reported in the discovery samples are often grossly inflated com-
pared to the values observed in the follow-up studies. This type of bias is a conse-
quence of the sequential procedure since a declared associated variant must first pass
a stringent significance threshold. This phenomenon is also known as the Beavis ef-
fect (Xu, 2003) or the Winner’s curse (Zöllner and Pritchard, 2007) in the biostatis-
tics literature. We propose a hierarchical Bayes method in which a spike-and-slab
prior is used to account for the possibility that the significant test result may be
due to chance. We investigate the robustness of the method using different priors
corresponding to different degrees of confidence in the testing results and propose
a Bayesian model averaging procedure to combine estimates produced by different
models. The Bayesian estimators yield smaller variance compared to the conditional
likelihood estimators of Zöllner and Pritchard (2007) or Zhong and Prentice (2008)
and outperform the estimators proposed by Ghosh, Zou and Wright (2008) in stud-
ies with low power. We investigate the performance of the method with simulations
and four real data examples.

Keywords: Bayesian Model Averaging, Hierarchical Bayes Model, Spike-

and-Slab Prior, Winner’s Curse
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Abstract. The generalized linear model (glm) is a popular technique for modelling
a wide variety of data and assumes that the observations (yi,xi), 1 ≤ i ≤ n,
xi ∈ R

p, are independent with the same distribution as (y,x) ∈ R
p+1 such that

the conditional distribution of y|x belongs to the canonical exponential family. In
this situation, the mean µ(x) = E(y|(x)) is modelled linearly through a known link
function, g, i.e., g(µ (x)) = xtβ. Robust procedures for glm have been considered
among others; by Bianco and Yohai (1996), Cantoni and Ronchetti (2001), Croux
and Haesbroeck (2002) and Bianco et al. (2005).

In practice, some response variables may be missing by design (as in two-stage
studies) or by happenstance. Problems can arise when methods designed for com-
plete data sets are applied with missing responses and covariates completely ob-
served. In this work, we introduce robust procedure to estimate the parameter β

under a glm model in order to build test statistics for this parameter when miss-
ing data occur in the responses. We derive the asymptotic behaviour of the robust
estimators for the regression parameter under the null hypothesis and under con-
tiguous alternatives in order to study the robust Wald test. The influence function
of the test functional is also studied. The finite sample properties of the proposed
procedure are investigated through a Monte Carlo study where the robust test is
also compared with nonrobust and robust alternatives.

Keywords: Generalized Linear Models, Missing Data, Robust Estimation
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Abstract. When information is gathered in the real world, the response variable
is often misclassified. Misclassified data can produce an important impact on in-
ferences because the effective amount of information can be dramatically reduced.
Therefore, misclassification errors should be considered in the statistical models.

During the last years, Bayesian categorical data models have had a significant
growth, mainly by the development of Markov chain Monte Carlo methods. At
present, there are many error-free Bayesian categorical models that can be extended
with a relative effort to address misclassifications.

In this work, the interest is focused on a Bayesian probit regression model
considering misclassified data. The proposed method is an extension (to address
misclassifications) of the error-free probit regression model proposed by Albert and
Chib (1993). Holmes and Held (2006) noticed that the proposed Gibbs sampling
algorithm produced a rather slow convergence because there is a strong correlation
between the regression parameters and the latent variables. Then, they proposed
to update both of them jointly through a suitable factorization.

In the proposed model, two types of auxiliary variables are included. One type
is related to misclassifications and the other one is based on Albert and Chib’s
proposal. The introduction of the auxiliary variables related to misclassifications
breaks the correlation between the regression parameters and the other type of aux-
iliary variables, avoiding the need of seeking another factorization as in Holmes and
Held (2006). Although the augmented model increases its dimensionality, the gen-
eration process becomes easier. A Gibbs-within-Gibbs algorithm has been designed
to generate efficiently from the posterior distribution.

The application of the proposed model is illustrated with a real data prob-
lem arisen when studying macrovascular complications (coronary artery disease,
peripherical arterial disease and stroke) in patients suffering from type 2 diabetes.

Keywords: Bayesian analysis, probit regression model, Gibbs sampling, mis-
classified data.
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1 UMR598 GARen, INRA & Agrocampus Ouest
65 rue de Saint-Brieuc, 35042 Rennes, France,
marion.ouedraogo@rennes.inra.fr, lecerf@agrocampus-ouest.fr

2 UMR6625 IRMAR, CNRS & Agrocampus Ouest
65 rue de Saint-Brieuc, 35042 Rennes, France, sebastien.le@agrocampus-ouest.fr

Abstract. Studying the genome structure and its role in the gene function regula-
tion could reveal new insights in the regulation of genes expressions by their chro-
mosomal locations . The genome is distributed on several chromosomes where the
genes locations could be interpreted as a spatial organization. Therefore, the main
hypothesis is that some co-located genes could be involved in a common regulation.
(Madan Babu, et al. (2008)). At present, there is very few genome-wide methods to
identify pairs of genes or genomic region with co-expressed genes (Pehkonen, et al.
(2010)). We propose here a novel approach to identify such clusters at that scale,
to assess the role of the genome structure on the regulation of gene expression.

We introduce the so called “autovariogram“, in reference to the autocorrelogram
used in time series and the variogram used in spatial analysis, for understanding the
seasonal and spatial dependencies respectively. This autovariogram is obtained by
means of a sequence of Principal Component Analysis (PCA) performed on sets of
consecutive genes (ie “co-located“ genes). It displays graphically the variance of the
first principal component for consecutive sets of consecutives genes.This variance
may be interpreted as co-expression.

This graphical representation is enhanced by p-values that corresponds each to
the following test for a given set of genes.
H0: The genes are not co-expressed.
H1: The genes are co-expressed.
The aim of this talk is to illustrate the interest of the autovariogram and to presents
some of its main features.

Keywords: genome-wide analysis, genome organization, gene expression, clus-
tering under constraints
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Abstract. It is well established that neural activity is stochastically modulated
over time. Therefore, direct comparisons across experimental conditions and deter-
mination of change points or maximum firing rates are not straightforward. This
study sought to compare temporal firing probability curves that may vary across
groups defined by different experimental conditions. Odds ratio (OR) curves were
used as a measure of comparison, and the main goal was to detect significance fea-
tures of such curves through the study of their derivatives. An algorithm is proposed
that enables ORs based on generalised additive models, including factor-by-curve
type interactions to be flexibly estimated. Bootstrap methods were used to draw
inferences from the derivatives curves, and binning techniques were applied to speed
up computation in the estimation and testing processes. A simulation study was
conducted to assess the validity of these bootstrap-based tests. This methodol-
ogy was applied to study premotor ventral cortex neural activity associated with
decision-making. The proposed statistical procedures proved very useful in revealing
the neural activity correlates of decision-making in a visual discrimination task.

Keywords: bootstrap, derivatives, generalised additive models, interactions,
neural activity.
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Abstract. Bayesian Networks are probabilistic graphical models that encode prob-
abilistic relationships among a set of random variables in a database. Since they
have both causal and probabilistic aspects, data information and experts knowledge
can easily be combined by them. Bayesian Networks can also represent knowledge
about uncertain domain and make strong inferences. Association analysis is a use-
ful technique to detect hidden associations and useful rules in large databases, and
it extracts previously unknown and surprising patterns from already known infor-
mation. Association analysis algorithms usually generates many patterns. Hence,
suitable interestingnes measures must be performed to eliminate uninteresting pat-
terns. Bayesian Networks can be used to define subjective interestingness measures.
In this study, utilization of Bayesian Netwoks together with association analysis in
knowledge discovery will be presented. As association rules can be used to create
a Bayesian Network, subjective interestingness measures to determine interesting
patterns can be established by Bayesian Networks.

Keywords: bayesian networks, association analysis, knowledge discovery
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Abstract. In practical aplications, many data sets contain outliers that do not go
along with the majority of the data. So investigating the residuals to mark these
outliers is one of the fundamental task of applied regression analysis. It is well know
fact that Least Squares / LS regression is very sensitive to the outliers that is why
this method is not sufficient to examine the residuals to make decision. On the
contrary Least Median of Squares / LMS, as an high-breakdown estimator, is not
influenced outliers like LS. However when the regression model has no intercept
LMS fit evaluated via the PROGRESS can fail (Kayhan and Gunay, 2008). So
at this study by using another algorithm which can find the exact LMS solution
when the muliple regression model through the origin is presented to analyse the
residuals. Also the results obtained from LMS with PROGRESS and LMS with
new algorithm will be compared.

Keywords: LMS, PROGRESS, robust regression, residuals, outliers detec-
tion
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Abstract. T he problem of comparing survival distributions, very often in biomed-
ical research, it is typically accomplished using the T arone-W are family. It encom-
passes the w ell-know n log-rank test introduced by M antel (1966), optimal w hen the
hazard rates are proportional to each other. H ow ever, it has very low pow er for some
alternative hypothesis. T he w eighted K aplanM eier (K M ) statistic, introduced by
P epe and F leming (1989), is an important special case of the more general statistics
for testing the equality of tw o survival functions proposed by G u et al. (1999) as an
alternative to rank-based methods. W hen the hazards are proportional, the pow er
is comparable but slightly less than that of the log-rank test, and substantially
higher w hen the tw o hazard rates cross. T hese tests assume that every individual
is clearly identified to belong to any of the groups to be compared.

In a similar spirit of P epe and F leming (1989), w e develop a new test for testing
equality of (conditional) survival functions Sj given that all the subjects have failed
due to one of the causes (groups) of failure. C learly, the population membership of
the censored subjects are unknow n due to right censoring. T he idea is to estimate
the survival functions Sj using fractional risk sets (F R S) (Bandyopahyay and Datta
(2008), Bandyopadhyay and Jácome (2010)), since the classical K aplan-M eier es-
timator can not be applied in this context. W e study the properties of this test
statistic using simulation studies and illustrate its application to a real data.
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of a special structure

Sarada Velagapudi

New Jersey Institute Of Technology
University Heights, Newark, NJ 07102 sv88@njit.edu

Abstract. A statistical model for the problem of one-dimensional Global mini-
mization of an objective function on a continuous interval has been studied in [1].
Data observed is assumed to be corrupted due to presence of noise and the function
is modelled as a standard Wiener process with independent Gaussian noise both for
adaptive and nonadaptive strategies. Algorothmic implementation of it introduces
an O(n2) technique for inversion of a covariance matrix of a special structure arising
in this context. In this presentation, an O(n) technique is introduced to solve this
inversion for adaptive strategy. It is based on 3n entries of the inverse of nth step
to obtain inverse of (n+1)th step. O(n) operations of multiplications, additions and
storage are required for this technique.

Keywords: Global Optimization, Covariance Matrix, Inverse
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Development of a Web-based integrated
platform for test analysis

Takekatsu Hiramura1, Tomoya Okubo2, and Shin-ichi Mayekawa1

1 Graduate School of Decision Science and Technology, Tokyo Institute of
Technology
2-12-1 O-okayama, Meguro-ku, Tokyo 152-8550 Japan
t.hiramura@ms.hum.titech.ac.jp, mayekawa@hum.titech.ac.jp

2 The National Center for University Entrance Examinations
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Abstract. In this paper, we discuss the development of an integrated platform
to aid researchers and testing agencies in conducting tests analysis. We focus on a
system that allows users to analyse test data using multiple item response models
conveniently. The system can not only analyse test items and evaluate respondents
but can also be used to maintain the item bank. This system allows test data
analysts to conduct research within the framework of item response theory.

The system uses one, two and three-parameter logistic models for some response
models: the graded response model (Samejima (1969)), the partial credit model
(Masters (1982)), the generalized partial credit model (Muraki (1992)), and the
order-constrained nominal categories model (Okubo et al. (2009)) for items in a
rank-order scale, and the nominal categories model (Bock (1972)) for items in a
nominal scale. Further, the system estimates the item parameters of tests containing
mixed items.

The system is a Web application based on the client-server model, and it can be
used through usual Web browser. Therefore, the statistic estimation is performed
on the server, and is not dependent on the client’s computer performance. The
system will be made available on the Web.

Keywords: Item Response Theory, Educational Measurement, Item Bank,
Web Application
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Identifying risk factors
for complications after ERCP

Christine Duller

Institute for Applied Statistics
Johannes Kepler University Linz
Altenberger Strasse 69, 4040 Linz, Austria
christine.duller@jku.at

Abstract. Endoscopic retrograde cholangiopancreatography (ERCP) is an impor-
tant procedure for investigation and management of pancreatic and bile ducts.
Quality assessment in gastrointestinal endoscopy aims to improve medical quality
in challenging endoscopic procedures and provides patients with the best medical
care.

ERCP entails high risk of pancreatitis, cholangitis, perforation and bleeding.
Therefore the Austrian Society of Gastroenterology and Hepatology (OeGGH) ini-
tiated a nation-wide project for voluntary benchmarking of ERCP in 2006, which is
still going on. Success and complication rates for non-selected patients were evalu-
ated especially with respect to centre size and endoscopist-individual case volume.

In this poster some results for identification of risk factors are presented. Twenty-
nine sites participated in the project and reported about 5000 cases of ERCP. The
data from the participating sites as well as patient data were transmitted pseudony-
mously via an online questionnaire, the endoscopists remained anonymous. For each
ERCP 70 variables, including patient characteristics and variables related to the
ERCP procedure were collected. Complications occured in 9,9% of the patients,
the most frequent complications being post-ERCP pancreatitis (4,8%), bleeding
(3,7%), cholangitis (1,6%) and perforation (0,6%).

The statistical focus of interest are logit models for various risks. The fitting of
the models will be done with classical methods implemented in different software
surroundings (R, SAS, SPSS). Beside some results the pros and cons of common
software packages will be considered.

Keywords: Logistic Regression, R, SAS, SPSS
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Differences in wages for atypical contracts and

stab le jobs in Italy: A M u ltilevel A pproach for

L ongitudinal Data

Valentina Tortolini1 and D avide D e M arch2

1 Dipartimento di Statistica, Università di Firenze
V iale M orgagni 59, Florence, Italy tortolini@ds.unifi.it

2 Dipartimento di Statistica, Università di Firenze
V iale M orgagni 59, Florence, Italy dem arch@ds.unifi.it

Abstract. In the last years, Italian labor market, as almost all E uropean coun-
tries, had to deal w ith a even grow ing unemployment rate. A s a response to this
problem, G overnments introduced severallabor market reforms;in Italy one impor-
tant instrument to solve this problem w as the introduction ofatypicalemployment
contracts forms to get labor market flexibility (L eonbruni (2008)). T he aim of this
paper is to investigate the evolution ofw ages (output) in Italy, focusing on the dif-
ference betw een typicaland atypical contract forms. W e use the 2000-2004 W H IP
(W ork H istory Italian P anel) database of individual w ork histories, based on Inps
administrative archive. T he multilevelanalysis for longitudinaldata allow s us to re-
late the output variability to other individualcharacteristics as gender, geographic
areas, skills, age. W e fit a R andom coeffi cient model(R abe-H esketh and Skrondal
(2008)), for the w ages. W e highlight a strong positive relationship betw een incomes
and atypical contracts, even if some individual characteristics and time-varying
variables have a different influence on the rate of increase of the subjects’w ages.

K eyw ord s: Labor M arket A nalysis, M ultilevel M odels, Longitudinal D ata,

R andom C oeffi cient M odel
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BAT - The Bayesian Analysis Toolkit

Frederik Beaujean1, Allen Caldwell1, Daniel Kollár2, and Kevin Kröninger3

1 Max-Planck-Institute for Physics, Munich, Germany
2 CERN, Geneva, Switzerland
3 University of Göttingen, Göttingen, Germany

Abstract. The main goals of data analysis are to infer the free parameters of
models from data, to draw conclusions on the models’ validity, and to compare
their predictions allowing to select the most appropriate model.

The Bayesian Analysis Toolkit, BAT, is a tool developed to evaluate the poste-
rior probability distribution for models and their parameters. It is centered around
Bayes’ Theorem and is realized with the use of Markov Chain Monte Carlo giving
access to the full posterior probability distribution. This enables straightforward
parameter estimation, limit setting and uncertainty propagation. Additional algo-
rithms, such as Simulated Annealing, allow to evaluate the global mode of the
posterior.

BAT is implemented in C++ and allows for a flexible definition of models. It
is interfaced to software packages commonly used in high-energy physics: ROOT,
Minuit, RooStats and CUBA. A set of predefined models exists to cover standard
statistical cases.

An overview on the software will be presented and as well as the algorithms
implemented. A set of physics examples will show the spectrum of applications of
BAT. New features and recent developments will be summarized.

Keywords: Data analysis, Bayesian inference, Markov Chain Monte Carlo,
C++ library
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Deriving a euro area monthly indicator of
employment: a real time comparison of

alternative modelbased approaches

Filippo Moauro1

Eurostat,
11, rue A. Wecker, L-2721, Luxembourg, filippo.moauro@ec.europa.eu

Abstract. The paper presents the results of an extensive real time analysis of
alternative model-based approaches to derive a monthly indicator of employment
for the euro area. In the experiment the Eurostat quarterly national accounts se-
ries of employment is temporally disaggregated using the information coming from
the most significant related monthly indicators, among which unemployment and
labour input indexes. The strategy benefits of the contribution of the information
set of the euro area and its 6 larger member states, as well as the split into the
6 sections of economic activity. The models under comparison include univariate
regressions of the Chow and Lin’ type where the euro area aggregate is directly and
indirectly derived, as well as multivariate structural time series models of small and
medium size. The specification in logarithms is also systematically assessed. The
largest multivariate setups, up to 58 series, are estimated through the EM algo-
rithm. Main conclusions are the following: mean revision errors of disaggregated
estimates of employment are overall small; a gain is obtained when the model
strategy takes into account the information by both sector and member state; the
largest multivariate setups outperforms those of small size and the strategies based
on classical disaggregation methods.

Keywords: temporal disaggregation methods, multivariate structural time
series models, mixed-frequency models, EM algorithm, Kalman filter and
smoother
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Enhancing spatial maps by combining
difference and equivalence test results

Harald Heinzl1 and Thomas Waldhoer2

1 Center for Medical Statistics, Informatics, and Intelligent Systems
Medical University of Vienna, Austria, harald.heinzl@meduniwien.ac.at

2 Department of Epidemiology, Center for Public Health
Medical University of Vienna, Austria, thomas.waldhoer@meduniwien.ac.at

Abstract. It is common practice in spatial epidemiology that regionally parti-
tioned health indicator values are presented in choropleth maps. State and local
health authorities use them among others for health reporting, demand planning,
and quality assessment.

Quite often there are concerns whether the health situation in certain areas can
be considered different or equivalent to a reference value. The common approach
of solely reporting the result of difference tests may intuitively lead to the false im-
pression that spatial units showing non-significant results are close to the reference
value.

We suggest a combined graphical representation of statistical difference and
equivalence tests in choropleth maps in order to overcome this weakness. We will
exemplify with health data of Austrian newborns that integrating both difference
and equivalence tests in choropleth maps provides more insight into the spatial
distribution than sole difference tests.

Keywords: confidence interval, two one-sided tests, choropleth map, spatial
epidemiology
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Some measures of multivariate association
relating two spectral data sets

Carles M. Cuadras1 and Silvia Valero2

1 Departament d’Estadistica, Universitat de Barcelona
Diagonal 645, Barcelona, Spain, ccuadras@ub.edu

2 GIPSA-lab, Signal & Image Dept., Grenoble Institute of Technology
Grenoble, France silvia.valero-valbuena@gipsa-lab.grenoble-inp.fr

Abstract. We study some measures of association between two data sets to con-
struct hierarchical region-based image representations. A hyperspectral image is a
data cube of P spectral bands, each one belonging to a specific wavelength. Each
pixel represents the radiance spectrum of the measured material across the spec-
tral range defined by the P adjacent wavelengths. In practice, we have a set M
of n spectra belonging to the same material. M can be modelled by P proba-
bility density functions, where each density represents the probability of having
a specific radiance value in the corresponding wavelength. Any measure of asso-
ciation between two data sets M1 andM2 should consider all densities. However,
there exists a high correlation between adjacent densities, since they come from
contiguous wavelengths. Hence, any measure of association should take into ac-
count such redundancies. We propose several distances between densities for each
data set, and study some distance-based measures depending on canonical correla-
tions relating principal coordinates. These measures include Wilks, Hotelling, Pillai,
Cramer-Nicewander and other measures of multivariate association. We also study
measures based on Mahalanobis distances between multinomial distributions.

Keywords: image representations, probability related to wavelenghts, distance-
based association
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The Influence of Exchange Rate

on the V olum e of J ap anese

M anufacturing Exp ort

Hitomi Okamura1, Y umi A sah i2, an d T osh ikazu Y amag uch i3

1 Graduate School of Indutrial Management, Tokyo University of Sience
1 -3 kagurazaka, Shinjuku, Tokyo, J ap an, hito oka @ m s.ka gu .tu s.a c.jp

2 Industrial Management, Tokyo University of Sience
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3 Industrial Management, Tokyo University of Sience
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Abstract. This p ap er investigates the infl uence of ex change rate volatility on the
volume of J ap anese manufacturing ex p ort. The volatility in yen is show ed b y condi-
tional variance from E GA R C H model, allow ing for asymmetric eff ects that a shock
of an ap p reciation of the yen is diff erent from that of a dep reciation of the yen.
The ex p ort action model including ex change rate volatility is constructed b ased
on V A R model to ex amine the relationship b etw een ex change rate uncertainty and
the volume of ex p ort. Tests are p erformed for typ ical eight kinds of industry in
J ap an. F ew emp irical studies focus on each J ap anese industry ex p ort. R esults indi-
cate signifi cant negative eff ects of ex change rate volatility on most manufacturing
ex p orts. In addition, this p ap er characterizes J ap anese manufacturing industry b y
the infl uence of ex change rate. W e fi nd eq uip ment industries, occup ying 6 0 % or
more of total J ap anese ex p orts, esp ecially tend to b e received negative infl uence of
ex change.

K e y w o rd s: time serie s an aly sis, E G A R C H mod e l, man ufacturin g e x p ort, e x -

ch an g e rate v olatility
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Descriptive patterns for multivariate time
series based on KPCA-Biplot. A comparison

between classical PCA and kernel PCA

Toni Monleón-Getino1, Esteban Vegas1, Ferran Reverter1, and Mart́ın Rı́os1

1 Departament of Statistics. University of Barcelona
Avda. Diagonal 645, Barcelona, E-08028 Spain, amonleong@ub.edu,
evegas@ub.edu, freverter@ub.edu, mrios@ub.edu

Abstract. We present a graphical-exploratory method, called KPCA-Biplot (Re-
verter and Vegas, 2009) that combines Singular Value Decomposition (SVD)-Biplot
and Kernel PCA (KPCA). We compare KPCA-Biplot with PCA for their ability
to elucidate relationships between samples and variables as a method to describe
patters for multivariate time series in epidemiology. The main properties of KPCA-
Biplot are the extraction of nonlinear features, together with the preservation of
the input variables in the output display: 1) Perform SVD of the preprocessed data
input matrix X = GH′ . 2) Take the rows of H as a set of observations and com-
pute the corresponding kernel matrix K. 3) Compute KPCA with the kernel matrix
K. We can use it to extract the nonlinear features of the data. 4) Project the rows
of G onto the subspace expanded by the leading eigenvectors of K.
We compare the results obtained using KPCA and classical PCA in representing
the structure of a multivariate time series, by using a previous analysis. This was
a study of tuberculosis incidence (reported cases of TB per 105 inhabitants) and
trends in the WHOs European region (Ŕıos and Monleón, 2009), where a graphi-
cal output was obtained using classical PCA techniques. Differences in the overall
incidence and trends were identified during the 1980–2006 period using KPCA and
PCA. The lowest rates were reported in the eastern Mediterranean, Scandinavia
and Iceland. As regards development of tuberculosis in Europe, 1992 was a turn-
ing point, when the decreasing trend observed since 1980 reached a minimum and
began to increase. Our results indicate that KPCA-Biplot is complementary to the
classical PCA currently used to describe patterns for multivariate time series.

Keywords: PCA, kernel PCA, multivariate, time series, epidemiology

References

RIOS, M. and MONLEON-GETINO, T. (2009): A graphical study of tuberculosis
incidence and trends in the WHOs European region (1980-2006). European
Journal of Epidemiology 24, 381-387.

REVERTER, F. and VEGAS, E. (2009): A kernel PCA Biplot method applied to
gene expression data). Proceedings of the 17th Annual International Confer-
ence on Intelligent Systems for Molecular Biology (ISMB) and 8th European
Conference on Computational Biology (ECCB). Stockolm (Sweeden).

254 PS1: Poster Session 1



Nonparametric variance function estimation
with correlated errors and missing response

Pérez- González, A.1, Vilar Fernández, J.M.2 and González-Manteiga, W.3

1 Department of Statistics and Operations Research, University of Vigo
Ourense, Spain, anapg@uvigo.es

2 Department of Mathematics, University of A Coruña
La Coruña, Spain, eijvilar@udc.es

3 Department of Statistics and Operations Research, University of Santiago de
Compostela
Santiago de Compostela, Spain wenceslao.gonzalez@usc.es

Abstract. In this work we consider a fixed design regression model where the er-
rors follow a strictly stationary process. In this model the conditional mean function
and the conditional variance function are unknown curves. The errors are correlated
and the response variable has missing observations. In this context we study four
nonparametric estimators of the conditional variance function based on local poly-
nomial fitting. Our estimators are based on the estimators for dependent data of
Härdle and Tsybakov(1997) and Fan and Yao (1998).

Keywords: Variance Function, Missing response, Correlated errors
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Widely Linear Simulation Of Complex
Random Signals ?

Antonia Oya1, Jesús Navarro-Moreno1, Juan C. Ruiz-Molina1, Dirk
Blömker2, and Rosa M. Fernández-Alcalá1

1 Department of Statistics and Operations Research, University of Jaén, Spain
{aoya, jnavarro, jcruiz, rmfernan}@ujaen.es

2 Institut für Mathematik, Universität Augsburg
dirk.bloemker@math.uni-augsburg.de

Abstract. The widely linear processing approach, based on a complete second-
order description of complex random signals in which both the covariance and
the complementary functions are taken into consideration (Picinbono and Bondon
(1997)), has been shown to yield significant improvements in most areas of statistical
signal processing, in particular, in the classical detection and estimation problems
(Schreier et al. (2005), Oya et al. (2009)). In this paper we have applied the widely
linear perspective to the simulation of complex-valued random signals. Specifically,
a unified and practical methodology for generating second-order complex random
processes defined on any interval of the real line has been derived, under the single
hypothesis that the correlation matrix of the augmented signal is known. This tech-
nique uses an improper version of the Karhunen-Loéve (KL) expansion for complex
signals (Schreier et al. (2005)). In contrast with the classical KL expansion of a
complex random signal in which the resultant random variables are complex and,
in general, correlated that makes it difficult to simulate the complementary func-
tion, the main advantage of the improper KL representation is that the associated
random variables are real avoiding those difficulties. Furthermore, the assessment
of the algorithm performance is illustrated by means of some numerical examples.

Keywords: improper complex random processes, simulation, widely linear
processing
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Model checks for nonparametric regression

with missing response: a simulation study.

González-Manteiga, W.1, Cotos-Yáñez, T. R.2 and Pérez- González, A.2

1 Department of Statistics and Operations Research, University of Santiago de
Compostela
Santiago de Compostela, Spain, wenceslao.gonzalez@usc.es

2 Department of Statistics and Operations Research, University of Vigo
Ourense, Spain, cotos@uvigo.es, anapg@uvigo.es

Abstract. In the context of nonparametric regression there are several ways to
check the model. We can distinguish mainly two types: tests based on the estimation
of the regression function (Härdle and Mammen (1993), González-Manteiga and
Cao (1993)) and tests based on the estimation of the integrated regression function
(Stute (1997)). In the context of nonparametric regression with missing response,
the goodness of fit test for linear regression model has been studied by González-
Manteiga and Pérez-González (2006). They considered the statistics based on the
L

2 distance between nonparametric estimator of the regression function and a root-
n consistent estimator of the regression model under the linear model. Our objective
is this paper is to study the behavior of the goodness of fit test for regression model
using the test statistics based on empirical processes of the estimated integrated
regression function when there are missing observations in the response variable.

Different test can be build using or simplified statistics (only with complete
observations) or making imputation. We will compare our methodology based on
empirical process with the test based on L

2 distance given in González-Manteiga
and Pérez-González (2006).

Keywords: Empirical Process, Goodness of fit tests, Missing response
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Automatic Categorization of Job Postings

Julie Séguéla1,2 and Gilbert Saporta2

1 Multiposting.fr
33 rue Réaumur, Paris, France, jseguela@multiposting.fr

2 Laboratoire CEDRIC, CNAM
292 rue Saint Martin, Paris, France

Abstract. Since the beginning of the Nineties, the increasing proportion of job
vacancies which are published on the internet has led to a multiplication of on-line
job search sites (job boards). Consequently, the need to assess job board perfor-
mance has become a priority for recruiters. But an important issue is that each
job board has a specific nomenclature to describe the type of the post. As part
of the modelisation of job posting performance, we need to establish a common
classification for the “function” criterion. To achieve that goal, we are working on
a corpus of manually labelled texts of job offers, and we are proposing a method to
categorize the texts into a two-level predefined classification of occupations.

First, a preprocessing adapted to the particularities of job offer texts is per-
formed (stemming, use of a specific dictionnary,...). Then, we are reducing the
dimensionality of the problem thanks to a feature selection method (we can see a
comparative study in Yang and Pedersen (1997)). The Vector Space Model is used
to represent the texts and the terms are weighted with a function depending on the
position of the term in the text (title or mission description). Finally, classification
of job postings is performed with SVM (e.g. Joachims (1997)). Popular performance
measures such as recall and precision are used and adapted to our context with a
weighting for errors according to the seriousness of misclassification. In addition,
we are exploring the effects on the classification quality of the Probabilistic La-
tent Semantic Analysis, another dimensionality reduction method which allows to
address the issue of synonymy (Hofmann (1999)).

Our method could also be applied to achieve automatic labelling of job postings
according to the nomenclature of a particular job board.

Keywords: text categorization, Latent Semantic Analysis, Support Vector
Machine, job posting
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Statistics and Data Quality
Towards more collaboration between these

communities

Soumaya Ben Hassine-Guetari1, Olivier Coppet2, and Brigitte Laboisse3

1 A.I.D. Company - ERIC Laboratory sbenhassine@aid.fr
2 President of A.I.D. Company - Member of EXQI ocoppet@aid.fr
3 A.I.D. Company - Founder member of EXQI
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www.exqi.asso.fr ) blaboisse@aid.fr

Abstract. Summer 1980, during a conference given in the Institute of Statistics
of Paris, a very impressive presentation on the FCA analysis that came along with
multiple investigation tracks was turned out to be false as it was based on inaccurate
data. Thirty years later, data quality is an autonomous discipline with dedicated
academic mastering courses (Talburt et al. (2006)), publications (Redman (2001),
Wand and Wang (1996)) and software (Gouasdoué et al. (2007)). In fact, a plethora
of dimensions, metrics, models and database design techniques (Wang et al. (2001))
are now defined to handle data and their quality in the same flow, helping, then,
the statisticians qualify and evaluate their results (Berti-Equille (2007)). In the
other hand, statistical models were proposed to define the dimensions’ metrics,
detect outliers and anomalous data, analyze data heterogeneity, etc. (Batini and
Scannapieco (2006))
Let’s, then, build a bridge between the two communities and have a track data
quality at CompStat 2011!

Keywords: Statistics, data quality, collaboration between these communities
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Mobile Learning and e-Book for Teaching
Statistics

Tae Rim Lee1

Department of Information Statistics, Korea National Open University #169
dongsung dong, jongro ku, Seoul, Korea, trlee@knou.ac.kr

Abstract. The Mobile learning (m-Learning) is novel in that it facilitates delivery
of learning to the right person, at the right time, in the right place using portable
electronic devices. From December 2008 KNOU kick off the mobile learning system
under the MOU with Korean Telephone Company KT. In KNOU, m-learning is
expanded in almost every department of educational fields.
The Mobile learning and ubiquitous learning system for distance education that
anyone who wants to study could study anywhere, anytime with the internet and
multimedia system. In the future knowledge based society with rapid change of
educational circumstances and paradigm, distance education using ICT technology
could satisfy educational desires in various levels of learners. Mobile technologies,
like mobile devices and wireless internet services, have the potential to introduce
new innovations in the area of education m-learning, a new form of education using
mobile internet systems and handheld devices can offer students and teachers the
opportunity to interact with and gain access to educational materials, independent
of time and spaces. 2009 study suggested some considerable suggestions for prepar-
ing the future of distance education based on mobile and one more step advanced
ubiquitous learning.
e-Book was produced for supplementary material for teaching statistics with the
resources of video files, sound files, Java applet and various kinds of html files.
This kinds of new media approach could renovate the new paradigm of teaching
statistics.

Keywords: M-Learning, e-Book, ubiquitous learning
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Bootstrap Prediction in Unobserved
Component Models

Alejandro F. Rodŕıguez1 and Esther Ruiz1

Departamento de Estáıstica, Universidad Carlos III de Madrid, 28903 Getafe
(Madrid), Spain.

Abstract. One advantage of state space models is that they deliver estimates of
the unobserved components and predictions of future values of the observed se-
ries and their corresponding Prediction Mean Squared Errors (PMSE). However,
these PMSE are obtained by running the Kalman filter with the true parameters
substituted by consistent estimates and, consequently, they do not incorporate the
uncertainty due to parameter estimation. This paper reviews new bootstrap proce-
dures to estimate the PMSEs of the unobserved states and to construct prediction
intervals of future observations that incorporate parameter uncertainty and do not
rely on particular assumptions of the error distribution. The new bootstrap PMSEs
of the unobserved states have smaller biases than those obtained with alternative
procedures. Furthermore, the prediction intervals have better coverage properties.
The results are illustrate by obtaining prediction intervals of the quarterly mort-
gages changes and of the unobserved output gap in USA.

Keywords: Backward representation, Random Walk plus noise, NAIRU, out-
put gap, Parameter uncertainty, Prediction Intervals, State Space Models.
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A comparison of estimators for regression
models with change points

Cathy WS Chen1, Jennifer SK Chan2, Richard Gerlach3, and William
Hsieh1

1 Graduate Institute of Statistics & Actuarial Science, Feng Chia University,
Taiwan, chenws@mail.fcu.edu.tw

2 School of Mathematics and Statistics, University of Sydney, Australia,
jenniferskchan@gmail.com

3 Faculty of Economics and Business, University of Sydney, Australia,
richard.gerlach@sydney.edu.au

Abstract. We consider two problems concerning locating change points in a linear
regression model. One involves jump discontinuities (change-point) in a regression
model and the other involves regression lines connected at unknown points. We com-
pare four methods for estimating single or multiple change points in a regression
model, when both the error variance and regression coefficients change simulta-
neously at the unknown point(s): Bayesian, Julious (2001), grid search, and the
segmented methods (Muggeo 2008). The proposed methods are evaluated via a
simulation study and compared via some standard measures of estimation bias and
precision. Finally, the methods are demonstrated and compared using three real
data sets. The simulation and empirical results overall favor both the segmented
and Bayesian methods of estimation, which simultaneously estimate the change
point and the other model parameters, though only the Bayesian method is able to
handle both continuous and dis-continuous change point problems successfully. If
it is known that regression lines are continuous then the segmented method ranked
first among methods.

Keywords: Change point, Jump discontinuities, MCMC, Grid-search, Seg-
mented regression
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An Asymmetric Multivariate Student’s t
Distribution Endowed with Different Degrees

of Freedom

Marc S. Paolella

Chair of Empirical Finance, Swiss Banking Institute
Plattenstrasse 14, 8032 Zurich, Switzerland, paolella@isb.uzh.ch

Abstract. An open and active question concerns the construction of a multivariate
distribution whose marginals are Student’s t but with potentially different degrees
of freedom, and the possibility for asymmetry. This is of particular value in em-
pirical finance, where it is well known that the tail indices, or maximally existing
moments of the returns, differ markedly across assets, and that stock returns tend
to be negatively skewed. While several constructions can be found in the literature,
all have various weaknesses. In this paper, we propose a new construction which
overcomes many of these drawbacks. The computation of the density via the de-
finition is not just feasible, but numerically reliable, in low dimensions, but too
time-consuming in high dimensions, thus prohibiting direct calculation and opti-
mization of the likelihood. To circumvent this, we propose using the method of
indirect inference, and demonstrate its efficacy via simulation studies. An example
using series comprising the DJIA is illustrated.

Keywords: Multivariate Distribution, Asymmetric Multivariate Student’s t
Distribution, Indirect Inference
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Evolutionary Algorithms for Complex Designs
of Experiments and Data Analysis

Irene Poli

Department of Statistics at University of Ca Foscari
Cannaregio 873, Venice, Italy, irenpoli@unive.it

Abstract. Scientific experimentation on systems behavior is increasingly charac-
terized by high dimensional search spaces. The greater availability of information
on the systems, the more powerful technologies for conducting experiments, and
deeper experimental questions together pose the problem of involving very large
sets of parameters that can affect the experimental results. Classical fractional fac-
torial designs, (Cox and Reid (2005)) do not seem to address properly the problem,
since they reduce dimensionality a priori, which may mislead the search and even
hide important components or interactions. In this paper we present an approach
to experimental design based on the evolutionary paradigm: the design, regarded as
a small population of experimental points with different selections of parameters, is
evolved in a number of generations according to a set of genetic operators. The con-
struction of this evolutionary design is sequential and interactive: the information
collected in one generation is processed to construct the next generation, generat-
ing a path of improvement in the space with respect to a defined criterion. At each
generation, statistical models are constructed to uncover patterns in the experi-
mental data sets that can make faster and more efficient the search. Some of these
Evolutionary Model based Experimental Designs (EMED) have been evaluated in
a simulation study exhibiting very successful results (De March et al. (2009); Forlin
et al. (2008); Pepelyshev et al.(2009)).

Keywords: combinatorial complexity in experimental design, evolutionary
computation, statistical models for evolution.
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Evolutionary Computation for Modelling and
Optimization in Finance

Sandra Paterlini1,2

1 Department of Economics, CEFIN and RECent, University of Modena and
Reggio E., Viale Berengario 51, Modena, Italy, sandra.paterlini@unimore.it

2 CEQURA, Center for Quantitative Risk Analysis, Akademiestr. 1/I, Munich,
Germany

Abstract. In the last decades, there has been a tendency to move away from
mathematically tractable, but simplistic models towards more sophisticated and
real-world models in finance. However, the consequence of the improved sophis-
tication is that the model specification and analysis is no longer mathematically
tractable. Instead solutions need to be numerically approximated. For this task, evo-
lutionary computation heuristics are the appropriate means, because they do not
require any rigid mathematical properties of the model. Evolutionary algorithms
are search heuristics, usually inspired by Darwinian evolution and Mendelian in-
heritance, which aim to determine the optimal solution to a given problem by
competition and alteration of candidate solutions of a population. In this work,
we focus on credit risk modelling and financial portfolio optimization to point out
how evolutionary algorithms can easily provide reliable and accurate solutions to
challenging financial problems.

Keywords: population-based algorithms, multi-objective optimization, clus-
tering, credit risk modelling, financial portfolio optimization
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Heuristic Optimization for Model Selection
and Estimation

Dietmar Maringer1

Department for Quantitative Methods, Economics Faculty, University of Basel
Peter Merian-Weg 6, CH-4002 Basel, Switzerland, dietmar.maringer@unibas.ch

Abstract. Model selection and estimation does not always come with the lux-
ury of closed form analytical solutions. Often, numerical search or optimization
procedures have to be used instead. This search process, however, is not always
straightforward: local optima, frictions in the search space and model constraints
add more complexity than simple methods can deal with. This is one major reason
why, as found in several empirical studies, different software packages can differ
substantially in their reported results for a given problem.

Heuristic methods are less restricted with regard to the properties of the search
space, objective function and constraints. A popular class are evolutionary meth-
ods. Inspired by natural principles, these methods typically maintain a number of
different candidate solutions which are combined and modified into new solutions
and where improved candidates are likely to replace inferior ones. These methods
can be shown to find the global optimum with an increasing probability when CPU
time is increased and with suitable calibration.

This presentation discusses some basic principles as well as selected applica-
tions. Numerical experiments show that these methods can outperform standard
approaches.

Keywords: heuristic optimization, model selection, estimation, calibration
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Complexity Questions in Non-Uniform
Random Variate Generation

Luc Devroye

School of Computer Science
McGill University
Montreal, Canada H3A 2K6
lucdevroye@gmail.com

Abstract. In this short note, we recall the main developments in non-uniform
random variate generation, and list some of the challenges ahead.

Keywords: random variate generation, Monte Carlo methods, simulation
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Large-Scale Machine Learning
with Stochastic Gradient Descent

Léon Bottou

NEC Labs America, Princeton NJ 08542, USA
leon@bottou.org

Abstract. During the last decade, the data sizes have grown faster than the speed
of processors. In this context, the capabilities of statistical machine learning meth-
ods is limited by the computing time rather than the sample size. A more pre-
cise analysis uncovers qualitatively different tradeoffs for the case of small-scale
and large-scale learning problems. The large-scale case involves the computational
complexity of the underlying optimization algorithm in non-trivial ways. Unlikely
optimization algorithms such as stochastic gradient descent show amazing perfor-
mance for large-scale problems. In particular, second order stochastic gradient and
averaged stochastic gradient are asymptotically efficient after a single pass on the
training set.

Keywords: stochastic gradient descent, online learning, efficiency
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Temporally-Adaptive Linear Classification for
Handling Population Drift in Credit Scoring

Niall M. Adams1, Dimitris K. Tasoulis1, Christoforos Anagnostopoulos2,
and David J. Hand1,2

1 Department of Mathematics
Imperial College London, UK [n.adams, d.tasoulis, d.j.hand]@imperial.ac.uk

2 The Institute for Mathematical Sciences
Imperial College London, UK canagnos@imperial.ac.uk

Abstract. Classification methods have proven effective for predicting the credit-
worthiness of credit applications. However, the tendency of the underlying popu-
lations to change over time, population drift, is a fundamental problem for such
classifiers. The problem manifests as decreasing performance as the classifier ages
and is typically handled by periodic classifier reconstruction. To maintain perfor-
mance between rebuilds, we propose an adaptive and incremental linear classifica-
tion rule that is updated on the arrival of new labeled data. We consider adapting
this method to suit credit application classification and demonstrate, with real loan
data, that the method outperforms static and periodically rebuilt linear classifiers.

Keywords: classification, credit scoring, population drift, forgetting fac-
tor
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Multivariate Stochastic Volatility Model with
Cross Leverage

Tsunehiro Ishihara1 and Yasuhiro Omori2

1 Graduate School of Economics, University of Tokyo. 7-3-1 Hongo, Bunkyo-Ku,
Tokyo 113-0033, Japan.

2 Faculty of Economics, University of Tokyo. 7-3-1 Hongo, Bunkyo-Ku, Tokyo
113-0033, Japan. Tel: +81-3-5841-5516. omori@e.u-tokyo.ac.jp

Abstract. The Bayesian estimation method using Markov chain Monte Carlo is
proposed for a multivariate stochastic volatility model that is a natural extension
of the univariate stochastic volatility model with leverage, where we further incor-
porate cross leverage effects among stock returns.

Keywords: asymmetry, Bayesian analysis, leverage effect, Markov chain Monte
Carlo, multi-move sampler, multivariate stochastic volatility, stock returns
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Estimating Factor Models for Multivariate
Volatilities: An Innovation Expansion Method

Jiazhu Pan1, Wolfgang Polonik2, and Qiwei Yao3

1 Department of Mathematics and Statistics, University of Strathclyde
26 Richmond Street, Glasgow, G1 1XH, UK, jiazhu.pan@strath.ac.uk

2 Division of Statistics, University of California at Davis
Davis, CA 95616, USA, wpolonik@ucdavis.edu

3 Department of Statistics, London School of Economics
London WC2A 2AE, UK, q.yao@lse.ac.uk

Abstract. We introduce an innovation expansion method for estimation of factor
models for conditional variance (volatility) of a multivariate time series. We estimate
the factor loading space and the number of factors by a stepwise optimization
algorithm on expanding the “white noise space”. Simulation and a real data example
are given for illustration.

Keywords: dimension reduction, factor models, multivariate volatility
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Semiparametric Seasonal Cointegrating Rank
Selection

Byeongchan Seong1, Sung K. Ahn2, and Sinsup Cho3

1 Department of Statistics, Chung-Ang University,
221, Heukseok-dong, Dongjak-gu, Seoul 156-756, Korea, bcseong@cau.ac.kr

2 Department of Management and Operations, Washington State University,
Pullman, WA 99164-4736, USA, ahn@wsu.edu

3 Department of Statistics, Seoul National University,
Seoul 151-747, Korea, sinsup@snu.ac.kr

Abstract. This paper considers the issue of seasonal cointegrating rank selection
by information criteria as the extension of Cheng and Phillips (The Econometrics
Journal, Vol. 12, pp. S83–S104, 2009). The method does not require the specifi-
cation of lag length in vector autoregression, is convenient in empirical work, and
is in a semiparametric context because it allows for a general short memory error
component in the model with only lags related to error correction terms. Some
limit properties of usual information criteria are given for the rank selection and
small Monte Carlo simulations are conducted to evaluate the performances of the
criteria.

Keywords: seasonal cointegrating rank, information criteria, nonparametric,
model selection
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Bayesian space-time modelling of count data
using INLA

Leonhard Held1, Andrea Riebler1, H̊avard Rue2, and Birgit Schrödle1

1 University of Zurich, IFSPM, Biostatistics Unit
Hirschengraben 84, 8001 Zurich, Switzerland, held@ifspm.uzh.ch

2 Department of Mathematical Sciences, Norwegian University of Science and
Technology
N-7491 Trondheim, Norway

Abstract. Integrated nested Laplace approximations (INLA) have been recently
proposed for fitting Bayesian hierarchical models. In this talk I will discuss the
application of INLA to space-time modelling of count data. Such data often arise in
epidemiological applications. We will describe the fitting of several models allowing
for space-time interactions, including a novel approach based on correlated random
walk priors. An application to space-time counts of selected diseases among cattle
in Switzerland is given.

Keywords: INLA, Space-time modelling, count data
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Assessing the Association between
Environmental Exposures and Human Health

Linda J. Young1 Carol A. Gotway2 Kenneth K. Lopiano1 Greg Kearney2

and Chris DuClos3

1 Department of Statistics, IFAS, University of Florida,
Gainesville FL 32611-0339 USA, LJYoung@ufl.edu, klopiano@ufl.edu

2 U.S. Centers for Disease Control & Prevention
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Abstract. In environmental health studies, health effects, environmental expo-
sures, and potential confounders are seldom collected during the study on the same
set of units. Some, if not all of the variables, are often obtained from existing pro-
grams and databases. Suppose environmental exposure is measured at points, but
health effects are recorded on areal units. Further assume that a regression analysis
the explores the association between health and environmental exposure is to be
conducted at the areal level. Prior to analysis, the information collected on exposure
at points is used to predict exposure at the areal level, introducing uncertainty in
exposure for the analysis units. Estimation of the regression coefficient associated
with exposure and its standard error is considered here. A simulation study is used
to provide insight into the effects of predicting exposure. Open issues are discussed.

Keywords: modified areal unit problem, change of support, errors in vari-
ables
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Examining the Association between
Deprivation Profiles and Air Pollution in
Greater London using Bayesian Dirichlet

Process Mixture Models

John Molitor, Léa Fortunato, Nuoo-Ting Molitor, Sylvia Richardson

MRC-HPA Centre for Environment and Health and Department of Epidemiology
and Biostatistics, Imperial College, London

Abstract. Standard regression analyses are often plagued with problems encoun-
tered when one tries to make inference going beyond main effects, using datasets
that contain dozens of variables that are potentially correlated. This situation arises,
for example, in environmental deprivation studies, where a large number of depri-
vation scores are used as covariates, yielding a potentially unwieldy set of inter-
related data from which teasing out the joint effect of multiple deprivation indices
is difficult. We propose a method, based on Dirichlet-process mixture models that
addresses these problems by using, as its basic unit of inference, a profile formed
from a sequence of continuous deprivation measures. These deprivation profiles are
clustered into groups and associated via a regression model to an air pollution out-
come. The Bayesian clustering aspect of the proposed modeling framework has a
number of advantages over traditional clustering approaches in that it allows the
number of groups to vary, uncovers clusters and examines their association with
an outcome of interest and fits the model as a unit, allowing a region’s outcome
potentially to influence cluster membership. The method is demonstrated with an
analysis UK Indices of Deprivation and PM10 exposure measures corresponding to
super output areas (SOA’s) in greater London.

Keywords: Bayesian analysis, Dirichlet processes, mixture models, MCMC,
environmental justice



280 IP10: KDD Session: Topological Learning

Bag of Pursuits and Neural Gas for Improved
Sparse Coding

Kai Labusch, Erhardt Barth, and Thomas Martinetz

University of Lübeck
Institute for Neuro- and Bioinformatics
Ratzeburger Allee 160
23562 Lübeck, Germany {labusch,barth,martinetz}@inb.uni-luebeck.de

Abstract. Sparse coding employs low-dimensional subspaces in order to encode
high-dimensional signals. Finding the optimal subspaces is a difficult optimization
task. We show that stochastic gradient descent is superior in finding the optimal
subspaces compared to MOD and K-SVD, which are both state-of-the art methods.
The improvement is most significant in the difficult setting of highly overlapping
subspaces. We introduce the so-called ”Bag of Pursuits” that is derived from Or-
thogonal Matching Pursuit. It provides an improved approximation of the optimal
sparse coefficients, which, in turn, significantly improves the performance of the
gradient descent approach as well as MOD and K-SVD. In addition, the ”Bag of
Pursuits” allows to employ a generalized version of the Neural Gas algorithm for
sparse coding, which finally leads to an even more powerful method.

Keywords: sparse coding, neural gas, dictionary learning, matching pursuit
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On the Role and Impact of the
Metaparameters in t-distributed Stochastic

Neighbor Embedding

John A. Lee1 and Michel Verleysen2

1 Imagerie Moléculaire et Radiothérapie Expérimentale
Avenue Hippocrate 54, B-1200 Brussels, Belgium john.lee@uclouvain.be

2 Machine Learning Group - DICE, Place du Levant 3, B-1348 Louvain-la-Neuve,
Belgium michel.verleysen@uclouvain.be

Abstract. Similarity-based embedding is a paradigm that recently gained interest
in the field of nonlinear dimensionality reduction. It provides an elegant framework
that naturally emphasizes the preservation of the local structure of the data set.
An emblematic method in this trend is t-distributed stochastic neighbor embedding
(t-SNE), which is acknowledged to be an efficient method in the recent literature.
This paper aims at analyzing the reasons of this success, together with the impact of
the two metaparameters embedded in the method. Moreover, the paper shows that
t-SNE can be interpreted as a distance-preserving method with a specific distance
transformation, making the link with existing methods. Experiments on artificial
data support the theoretical discussion.

Keywords: similarity-based embedding, dimensionality reduction, nonlinear
projection, manifold learning, t-SNE
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An Empirical Study of the Use of
Nonparametric Regression Methods for

Imputation

I. R. Sánchez-Borrego, M. Rueda and E. Álvarez-Verdejo

Department of Statistics and Operational Research
18071 University of Granada, Spain ismasb@ugr.es, mrueda@ugr.es,
encarniav@ugr.es

Abstract. We address the problem of data incompleteness. A new algorithm based
on Multivariate Adaptive Regression Splines is proposed to impute missing observa-
tions. A comparison with several imputations methods is addressed by considering
missing at random (MAR) and missing completely at random (MCAR) missing
data mechanisms. Two different ways of adding a disturbance to the imputation es-
timators are also addressed. A simulation study has been performed and a real-life
data have been considered to illustrate the precision of the proposed method.

Keywords: Local polynomial regression, MARS, imputation, survey sam-
pling, nonparametric regression.
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The Problem of Determining the Calibration
Equations to Construct Model-calibration
Estimators of the Distribution Function

S. Mart́ınez1, M. Rueda2, A. Arcos2, H. Mart́ınez1 and J.F. Muñoz3

1 Department of Statistics and Applied Mathematics
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3 Department of Quantitative Methods in Economics
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Abstract. The calibration approach to estimating the finite population distribu-
tion function was proposed by Rueda et al. (2007). The proposed estimator is built
by means of constraints that require the use of a set of fixed values t1, ..tp. Mart́ınez
et al. (2010), under the context of a linear regression working model, consider the
case of only one point for the calibration and determine the optimum value t1 in
the sense of minimum variance. In the present paper, assuming the use of more
complex models, we study the problem of determining the optimal values ti that
gives the best estimation under simple random sampling without replacement for
the case p = 2

Keywords: distribution function, finite population, model-calibration ap-
proach
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calibration points estimating distribution functions. Journal of Computational
and Applied Mathematics 233, 2265-2277.
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Computation of the projection of the
inhabitants of the Czech Republic by sex, age

and the highest education level?
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Department of Demography, Faculty of Informatics and Statistics, University of
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fiala@vse.cz, langhamj@vse.cz

Abstract. The computation is based on the classical component method of pop-
ulation projections computations. Four education levels: primary education, sec-
ondary lower education, secondary higher education and tertiary education are
distinguished. The surviving probabilities are supposed to depend not only on the
sex and age but also on the education level of the person. The projection has been
computed for the population of the Czech Republic since 2001 until 2051.

Keywords: population projection, component method, education level
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PS2: Poster Session 2 285

A comparison between Beale test and some
heuristic criteria to establish clusters number
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Abstract. Cluster analysis represents an ideal data-mining tool because the classes
or groups that the data form are unknown, especially as the state definition is ex-
panded to include an increasing number of variables. Cluster analysis uncovers
these underlying patterns in the data and assigns each case to a cluster. As it is
known, unlike the discriminant analysis, in the cluster analysis there isn’t infor-
mation about the number of cluster and the characteristics of the groups in the
population. Therefore, the individualization of the grouping structure constitutes
a fundamental decision to be taken, in order to correctly assign the units to not-
previously defined groups of observations. With reference to the individualization
of adequate number of clusters a lot of criteria have been proposed in literature
(Xu Rui et al., 2008).
Purpose of the paper is to examine the theoretical bases of some most common cri-
teria: Beale test (Gordon, 1999), based on the significance logic and two heuristic
methods as Pseudo T 2 Hotelling (Halkidi, 2002) and Cubic Clustering Criterion
(Sarle, 1983). Moreover, we want to compare them in terms of flexibility and ap-
plicability, taking in account the assumptions on which they are based; finally we
apply all these criteria on real data and we compare the obtained results.

Keywords: Clusters number, Grouping structure, Beale test, T2 Hotelling,
Cubic Clustering Criterion
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Variable Selection for Semi-Functional
Partial Linear Regression Models
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Abstract. We consider a regression model where the regression function is the
sum of a linear and a nonparametric component (that is, a partial linear regression
model). More specifically, we focus on the case where the covariate that enters in
a nonparametric way is of functional nature (see Aneiros-Pérez and Vieu (2006)
for a first paper), the number of covariates in the linear part is divergent, and the
corresponding vector of regression coefficients is sparse. The aim of this work is
variable selection and estimation in such a model.

A penalized-least-squares based procedure to simultaneously select variables
and estimate coefficients of variables is proposed, and a guideline is given for indi-
cating how to select the various tuning parameters corresponding to our estimator.
Finally, in order to illustrate the practical interest of the proposed procedure, a
simulation study is reported

This work is related with those of Liang and Li (2009), Ni et al. (2009) and Xie
and Huang (2009), who studied estimation and variable selection in partial linear
regression models where all the covariates were scalar. Our main contribution is the
introduction of a functional covariate in the model.

The research of Germán Aneiros was supported by Xunta de Galicia Grant
PGIDIT07PXIB105259PR, and by the research group MODES.

Keywords: functional data, semiparametric regression, variable selection
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Analysis of Baseball Data
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Using the Decision Tree
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Abstract. In this paper, we explore the situation that the sacrifice bunts strategy
in baseball games in Japan is effective using the decision tree.

The baseball is one of the favorite sports in US and Japan. Tango et al.(2007)
said that few strategies elicit as much emotion and controversy as the sacrifice bunt.
In lparticular, the sacrifice bunt is so common in Japan. The strategy has been used
much more frequently in Japan than MLB in US.

Many researches have been done for evaluations for such strategy (e.g. see Albert
and Bennet, 2003, Thorn and Palmer 1985). They discussed about overall effect of
the strategy using MLB data in US and concluded that the sacrifice bunt is generally
an ineffective and archaic strategy.

We use the decision tree to find the situation the sacrifice bunts strategy is
effective. We use data from all games of Japan professional baseball in two years.
We use the first year data to find the situations and use the second year data to
check the effectiveness of the situations.

Keywords: baseball strategy, decision tree, sports statistics
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A Transient Analysis of a Complex Discrete
k-out-of-n:G System with Multi-state

Components
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2 Department of Statistic and Operations Research.
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Abstract. A system with n components that works if and only if at least k of them
does it is called a k-out-of-n:G system. A discrete k-out-of-n:G system is modelled
by considering multi-state components. Phase-type distributions for the lifetime
of the units are considered. The units can undergo repairable and non-repairable
failures from any state. We assume a general number of repairpersons. The repair
time for each repairperson is general distributed and the phase type representation is
considered. The system is modelled and some performance measures of interest are
built. All results have been implemented computationally with Matlab. A numerical
application shows the versatility of the model.

Keywords: discrete k-out-of-n:G system, Phase-type distribution, Reliabi-
lity
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Empirical analysis of the climatic and
social-economic factors influence on the suicide

development in the Czech Republic?
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Abstract. The suicide rate is closely linked with social-economic and climatic
factors. For the empirical analysis of this influence we made use of time series of
the level of unemployment, average temperatures, the average duration of sunlight
in hours and total precipitation. The analysis was carried out on monthly time series
in the period from Jan. 1999 to Dec. 2007. The estimated model shows the influence
of the duration of sunlight and the level of unemployment on the development of the
number of suicides. From the viewpoint of the influence of weather on the suicide
rate it was demonstrated that with the increase in hours of sunlight there is also an
increase in the number of suicides. Weather clearly acts as a ”trigger mechanism”.
Further mediating factors, such as, for example, psychic aspects and mental illness,
must also be taken into account.

Keywords: Suicide, climatic factors, social-economic factors, time series
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Thresholding-Wavelet-Based Functional
Estimation of Spatiotemporal

Strong-Dependence in the Spectral Domain
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Abstract. Four functional parameter estimation algorithms are proposed for the
statistical analysis of temporal and spatial long-range dependence models. Specifi-
cally, the class of strong-dependence spatiotemporal random fields studied in Fŕıas
et al. (2006a, 2008, 2009) is considered. The functional sample information is as-
sumed to be collected in the spectral domain, and affected by additive measure-
ment noise. In the estimation methodology proposed, a wavelet analysis of the
spectral functional data is first performed. Compactly supported wavelet functions
are considered in this analysis. Thresholding techniques are applied for removing
the observation noise. The parameter estimators are then computed by applying
linear regression in the log-thresholding wavelet domain. The performance of the
estimation algorithms proposed is illustrated from simulated data.

Keywords: Fractal spectral processes, long-range dependence parameters,
spatiotemporal parametric models, wavelet transform.
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On Composite Pareto Models
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Abstract. To model statistical data generated by two different distributions, Cooray
and Ananda (2005) introduced a composite Lognormal-Pareto model, further devel-
oped by Scollnik (2007). In this paper, we consider a more general composite Pareto
model by replacing the Lognormal distribution with an arbitrary continuous one.
The main characteristics of this model, as well as some statistical inference are
presented. We will also provide comprehensive and numerical details to illustrate
the particular case of the composite Gamma-Pareto model.

Keywords: composite distributions, Pareto distribution, Gamma distribu-
tion, statistical inference
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Data Visualization and Aggregation
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Abstract. Visualizing data using interactive and dynamic graphics is a useful first
step of statistical data analysis, especially when the data are new to the analyst and
the amount of them is very large. Recently, several data are collected by automatic
data acquisition systems over networks, and become so huge that even high-speed
computers require considerable time to draw interactive graphics that show all the
observations. Therefore, we sometimes “aggregate” data by grouping them appro-
priately to reduce the amount of data without losing the information of the original
data too much.

There exist several data aggregation techniques. Symbolic data analysis ex-
presses a group of data as a “concept”, a second level data described by variables
which take complicated values such as intervals and histograms. In relational data-
base techniques, online analytical processing (OLAP) is extensively used to calcu-
late the summation of variable values by interactively grouping the data.

Data usually contain both categorical and real valued variables. It is not easy
to express the structure of such data clearly by traditional statistical graphics.

We propose an interactive and flexible aggregation of groups of data which
are induced mainly by the values of categorical variables. The aggregation result is
expressed by several graphics components, such as a dot, a boxplot and a histogram
on usual graphics. We demonstrate an aggregation and visualization system which
include extended parallel coordinate plot and scatter diagram. Simple example
shows that an aggregation is a powerful visualization tool to reveal the structure
of complex data.

Keywords: OLAP, Parallel coordinate plot, Symbolic Data Analysis
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Clustering of Czech Household Incomes
Over Very Short Time Period

Marie Forbelská1 and Jitka Bartošová2
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Abstract. The article deals with cluster analysis of household income dynamics
based on the results of statistical survey EU SILC 2005, 2006 and 2007. We handle
the problem of clustering many short time series. Mixed effects models offer a flexi-
ble framework for appropriate modeling of among trial correlations and individual
trial variance heterogeneity. Consequently, we assume that random parameters are
distributed according to a finite normal mixture and we use this mixture model
for clustering short time series. The R environment (R Development Core Team,
2008) is used for both mixed model analysis and cluster analysis .

Keywords: household income, finite mixture model, clustering, mixed effects
models



294 PS2: Poster Session 2

Testing the Number of Components in Poisson
Mixture Regression Models
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Abstract. Estimating the number of mixture components is one of the major dif-
ficulties in the application of finite mixture models. The likelihood ratio test is a
general statistical procedure to use. Unfortunately, a number of specific problems
arise and the classical theory fails to hold. In this paper we investigate the testing
of hypotheses concerning the number of components in Poisson regression models
(PMR) via parametric and nonparametric bootstrap. We also compare the per-
formance of these procedures with criteria AIC and BIC in testing the number of
components in these models.

Keywords: EM algorithm, Mixture Poisson Regression Models, Likelihood
ratio test, Resampling.

References

AITKIN, M. (1996): A general maximum likelihood analysis of overdispersion in
generalized linear models. Statistics and Computing, 6: 251-262.

DEMPSTER, A.P., LAIRD, N.M. and RUBIN, D.B. (1977): Maximum likelihood
from incomplete data via the EM algorithm. J. R. Stat. Soc., Ser. B 39: 1-38.

FRUHWIRTH-SCHNATTER (2006): Finite Mixture and Markov Switching Mod-
els, Springer, Heidelberg.

HURN, M., JUSTEL, A. and ROBERT, C.P.(2003): Estimating Mixtures of Re-
gressions. Journal of Computational and Graphical Statistics, 12: 55-79.

KARLIS, D. and XEKALAKI, E. (1999): On testing for the number of components
in finite Poisson mixtures. Ann. Inst. of Stat. Math., 51: 149-161.

MCLACHLAN, G.J. and PEEL, D. (2000): Finite Mixture Models, Wiley, New
York.

SCHLATTMANN, P. (2005): On bootstrapping the number of components in finite
mixtures of Poisson distributions. Statistics and Computing 15(3): 179-188 .

TURNER, T. (2000): Estimating the propagation rate of a viral infection of potato
plants via mixtures of regressions. Applied Statistics 49 (3): 371-384 .

WANG, P., PUTERMAN, M.L., COCKBURN, I.M. and LE, N. (1996): Mixed
Poisson Regression Models with Covariate Dependent Rates. Biometrics 52
(2): 381-400.



PS2: Poster Session 2 295
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Abstract. We discuss some survival models with the intensity process of the count-
ing process having a multiplicative structure. The most commonly used model is
the Cox multiplicative hazard model. This model can be extended in different ways.
We propose an additive-multiplicative model, where some of the covariates act mul-
tiplicatively on the risk function and others do so additively.

Keywords: Survival analysis, counting process, martingales
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Assessment of Scoring Models Using
Information Value
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Abstract. It is impossible to use a scoring model effectively without knowing how
good it is. Quality indexes like Gini, Kolmogorov-Smirnov statistics and Information
value are therefore used to assess quality of given scoring model.

The paper deals mainly with Information value. Commonly it is computed by
discretisation of data into bins using deciles. One constraint is required to be met
in this case. Number of cases have to be nonzero for all bins. If this constraint is
not fulfilled there are numerous practical procedures for preserving finite results.
As an alternative method to empirical estimates we can use the kernel smoothing
theory.

Keywords: Credit scoring, Quality indexes, Information value, Quantiles,
Kernel smoothing
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threshold parameter. Computational statistical

aspects and application

R. Gutiérrez1, R. Gutiérrez-Sánchez1, A. Nafidi2, and E. Ramos-Ábalos1
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2 Ecole Supérieure de Techonologie de Berrechid, Université Hassan 1er, Quartier
Tagadom, Passage d’Alger
B.P: 218, Berrechid, Maroc

Abstract. In this paper, we propose a new study of a stochastic gamma diffusion
process, with threshold parameter, which can be considered as an extension of the
gamma diffusion process. The estimation of the threshold parameter requires the
solution of a nonlinear equation. To do so, we propose the classical Newton-Raphson
method. This methodology is applied to an example with simulated data.

Keywords: Discrete sampling, Statistical inference in diffusion process, Ap-
plication
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Clustering of Waveforms-Data Based on
FPCA Direction

Giada Adelfio1, Marcello Chiodi1, Antonino D’Alessandro2 and Dario
Luzio3
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Abstract. The necessity of finding similar features of waveforms data recorded for
earthquakes at different time instants is here considered, since eventual similarity
between these functions could suggest similar behavior of the source process of
the corresponding earthquakes. In this paper we develop a clustering algorithm for
curves based on directions defined by an application of PCA to functional data.

Keywords: FPCA, clustering of curves, waveforms
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Maximum Margin Learning of Gaussian
Mixture Models with Application to

Multipitch Tracking

Franz Pernkopf and Michael Wohlmayr
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Graz University of Technology, Austria.
pernkopf@tugraz.at
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Abstract. We present a maximum-margin based learning algorithm for Gaussian
mixture models. In contrast to existing methods, our approach includes the sum-
to-one constraint of probabilistic models. Model parameters are optimized by max-
imizing the margin between training samples of distinct classes. Optimization is
based on the extended Baum-Welch procedure, which attains a local maximum of
the proposed optimization criterion. We apply the proposed algorithm to the task of
multipitch tracking given single-channel recordings of two simultaneously speaking
subjects. Using the mixture-maximization interaction model, we are able to com-
bine classifiers trained on single speakers to classify the mixture of both speakers.
We demonstrate the superior performance over generative training based on the
expectation maximization algorithm under low-noise conditions.

Keywords: Gaussian mixture model, discriminative classifiers, extended
Baum Welch, maximum margin learning.
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Estimation of the Bivariate Distribution
Function for Censored Gap Times

Lúıs Meira-Machado1 and Ana Moreira1

Department of Mathematics and Applications, University of Minho
4800-058 Azurém, Guimarães, Portugal, lmachado@math.uminho.pt

Abstract. In many medical studies, patients may experience several events. The
times between consecutive events (gap times) are often of interest and lead to
problems that have received much attention recently. In this work we consider the
estimation of the bivariate distribution function for censored gap times. Some re-
lated problems such as the estimation of the marginal distribution of the second
gap time is also discussed. These issues were investigated, among others, by Lin
et al. (1999) and de Uña-Álvarez, Meira-Machado (2008) and de Uña-Álvarez and
Amorim (2009). In this paper we introduce a nonparametric estimator of the bi-
variate distribution function based on Bayes’ theorem and Kaplan-Meier survival
function. In addition we explore the behavior of the estimators through simulations.

Keywords: bivariate censoring, Kaplan-Meier, nonparametric estimation
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UÑA-ÁLVAREZ, J. and MEIRA-MACHADO, L. (2008): A simple estimator of the
bivariate distribution function for censored gap times. Statistics and Probability
Letters 78, 2440-2445.

UÑA-ÁLVAREZ, J. and AMORIM, A.P. (2009) A semiparametric estimator of the
bivariate distribution function for censored gap times. Discussion Papers in
Stats OR, Report 09/03. Dept. Estadstica e IO, U. Vigo, Spain.

LIN, D.Y., SUN, W. and YING, Z. (1999): Nonparametric estimation of the gap
time distributions for serial events with censored data. Biometrika 86, 59-70.



PS2: Poster Session 2 301

Two Measures of Dissimilarity for the
Dendrogram Multi-Class SVM Model

Rafael Pino Mej́ıas1 and Maŕıa Dolores Cubiles de la Vega1
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rafaelp@us.es, cubiles@us.es

Abstract. Several schemes for multi-class problems have been proposed. One of
these approaches, the Dendrogram-based SVM model, builds a set of binary SVM
models, arising from a hierarchical cluster analysis of the set of classes, where the
matrix of dissimilarities between the classes is obtained by calculating the distances
between the gravity centers. However, these vectors are not good representatives of
their associated samples and other measures of dissimilarity could be more appro-
priate. We propose two measures, the first is based on the distance between matri-
ces containing a set of sample quantiles, while the second one computes a distance
between the empiric characteristic functions of the samples associated to the con-
sidered classes.
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Parcellation Schemes and Statistical Tests to
Detect Active Regions on the Cortical Surface

Bertrand Thirion1,2, Alan Tucholka1,2, and Jean-Baptiste Poline1,2

1 Parietal team, INRIA Saclay-le-de-France, Saclay, France
CEA Saclay, Bâtiment 145, 91191, Gif-sur-Yvette, France
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2 CEA, DSV, I2BM, Neurospin,
CEA Saclay, Bâtiment 145, 91191, Gif-sur-Yvette, France

Abstract. Activation detection in functional Magnetic Resonance Imaging (fMRI)
datasets is usually performed by thresholding activation maps in the brain volume
or, better, on the cortical surface. However, basing the analysis on a site-by-site
statistical decision may be detrimental both to the interpretation of the results and
to the sensitivity of the analysis, because a perfect point-to-point correspondence
of brain surfaces from multiple subjects cannot be guaranteed in practice. In this
paper, we propose a new approach that first defines anatomical regions such as
cortical gyri outlined on the cortical surface, and then segments these regions into
functionally homogeneous structures using a parcellation procedure that includes
an explicit between-subject variability model, i.e. random effects. We show that
random effects inference can be performed in this framework. Our procedure allows
an exact control of the specificity using permutation techniques, and we show that
the sensitivity of this approach is higher than the sensitivity of voxel- or cluster-level
random effects tests performed on the cortical surface.

Keywords: statistical testing, EM algorithm, spatial models, neuroimaging



Nonparametric Functional Methods for
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Abstract. Nowadays, the production and sale of electricity is traded under com-
petitive rules in free markets. The agents involved in this market have a great
interest in the study of electricity load and price. Since electricity cannot be stored,
the demand must be satisfied instantaneously and system operators need to antic-
ipate to future demands to avoid overproduction. Good forecasting of electricity
demand is then very important. In the past, demand was predicted in centralized
markets but competition has opened a new field of study. On the other hand, if sys-
tem operators and consumers have reliable predictions of electricity price, they can
develop their bidding strategies and establish a pool bidding technique to achieve
a maximum benefit. Consequently, prediction of electricity demand and price are
significant problems in this sector.

This work focuses on next day forecasting of electricity demand and price.
Therefore, for each day of the week, 24 forecasts (of demand or price) need to be
computed. For this, we propose to use functional nonparametric and semi-functional
partial linear models to forecast electricity demand and price. The approach in
this work uses functional data methods to take into account the daily seasonality
of the electricity demand and price series. Nonparametric regression estimation
methods are used to forecast these series (see Aneiros-Pérez et al. (2010)). The
idea is to cut the observed time series into a sample of functional trajectories and
to incorporate in the model just a single past functional observation (last day
trajectory) rather than multiple past time series values. A functional version of the
partial linear model has been considered in order to incorporate vector covariates in
the forecasting procedure. As a consequence, this approach allows both to consider
additional explanatory covariates and to use continuous past paths to predict future
values. These two new forecasting functional methods are applied in short-term
forecasting of electricity demand and price in the market of mainland Spain, in the
period 2008-2009, and they are compared with a naive method and with seasonal
ARIMA forecasts.

Keywords: electricity markets, functional data, time series forecasting
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Functional ANOVA Starting from Discrete
Data: An Application to Air Quality Data

Graciela Estévez-Pérez and Jose A. Vilar
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Abstract. A nonparametric functional approach is proposed to compare the mean
functions of k samples of curves. In practice, functional data are usually collected
in a discrete form and hence they must be pre-processed to obtain smooth curves
that will be analyzed with functional data techniques. However, in the context of
k-sample tests, the pre-processing step can have effects in terms of power reduction.
This problem was studied by Hall and Van Keilegom (2007) in the particular case
of testing whether two independent samples of functional data were generated from
the same distribution. In the present work, a hypothesis test to check if k samples of
curves come from populations with identical mean functions is developed following
the ideas by Hall and Van Keilegom (2007).

Specifically, the procedure consists of the following steps: (i) the raw data are
previously smoothed using local polynomial regression, (ii) estimates of the mean
curves are obtained by averaging the smoothers in each group, (iii) a test statistic of
Cramér-von Mises type based on the estimated mean curves is constructed, and (iv)
the distribution of the statistic under the null is approximated using conventional
residual-based bootstrap. The procedure is analyzed in detail and its asymptotic
validity is established. Finally, the proposed method is applied to air quality data
collected from several monitoring stations placed at different geographical locations
in the Community of Madrid (Spain).

Keywords: Functional data, local-linear regression, bootstrap, equality test
of functional means
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Presmoothed log-rank test

M. Amalia Jácome1 and Ignacio L ópez-de-U llibarri2

1 Facultade de Ciencias, Campus da Zapateira
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Abstract. T he log-rank test is probably the most popular test for comparing tw o
or more samples ofright censored survival lifetimes, available in almost all statistical
softw are packages. P roposed by M antel (1966) and studied by many authors, it is
based on the comparison of the N elson-A alen estimator (N elson (1972) and A alen
(1978)) of the cumulative hazard functions Λj,j = 1,...,J ofJ populations.

T he pow er ofthe test depends on the effi ciency ofthe estimation ofΛj . R ecently,
presmoothing techniques have been show n to give good results in estimation under
censoring (see, v.g., Jácome and Cao (2007)). P resmoothing estimators are more
effi cient than the classical ones if the presmoothing bandw idth is suitably chosen.
T he proposed test, w ith the same asymptotic distribution as the classical one,
compares the presmoothed estimator ofΛj (Cao et al. (2005)) of the samples w ith
each other.

T he log-rank test emphasizes the tail of the distributions and it is optimal to
detect differences w hen the J hazard rates are proportional to each other. H ow ever,
w hen the curves differ in the earlier or latter part of the follow -up period, or even
cross, a w eighted log-rank test should be used. P resmoothing can also be applied,
w ith promising results, in any ofthe great variety ofw eighted tests proposed in the
literature.

K eyw ord s: C umulative hazard function,Log-rank test,P resmoothing
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On the estimation in misspecified models using
minimun φ divergence

M.D. Jiménez-Gamero1, V. Alba-Fernández2, R. Pino-Mej́ıas1, and J.L.
Moreno-Rebollo1
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2 Dpt. Statistics and O.R., University of Jaén,
Paraje Las Lagunillas s/n., 23071 Jaén, Spain. mvalba@ujaen.es

Abstract. This work studies the consequences of model misspecification for mul-
tinomial data when using minimum φ divergence or minimum disparity estimators
to estimate the model parameters. These estimators are shown to converge to a
well-defined limit. As an application of the results obtained, we consider the pro-
blem of testing goodness-of-fit to a given parametric family for multinomial data,
using as test statistic a divergence between the observed frequencies and a estima-
tion of the null model cell probabilities. In some previous simulation studies, it has
been observed that the asymptotic approximation to the null distribution of the
test statistics in this class is rather poor. As an alternative way to approximate this
null distribution, we prove that the bootstrap consistently estimates it. We present
a numerical example illustrating the convenience of the bootstrap approximation
which, in spite of demanding more computing time, it is more accurate than the
approximation yielded by the asymptotic null distribution.

Keywords: Minimum phi-divergence estimator; consistency; asymptotic nor-
mality; goodness-of-fit; bootstrap distribution estimator.
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Implementation of Regression Models for Longitudinal Count Data
through SAS

Gul Inan and Ozlem Ilk

Department of Statistics, Middle East Technical University, Ankara, Turkey,
ginan@metu.edu.tr, oilk@metu.edu.tr

Abstract. The longitudinal feature of measurements and counting process of
responses motivate the regression models to be developed for longitudinal count
data (LCD) which take into account the phenomenon such as within-subject
association and overdispersion. In this study, firstly, we restrict ourselves to
the marginal model and generalized linear mixed model (GLMM) classes for
LCD and review the Log-Log-Gamma marginalized multilevel model (MMM)
(Griswold and Zeger (2004)), which combines the features of marginal models
and GLMMs. After giving information about the considerable characteristics
of these models, we reintroduce the popular epileptic seizures data. Due to the
special features of these models, implementation of them requires more special
attention. As a consequence, this leads us to use SAS GENMOD procedure
for the marginal model, SAS GLIMMIX procedure for the GLMM, and SAS
NLMIXED procedure, which has a high degree of model specification, for the
Log-Log-Gamma MMM by the method of Nelson et al. (2006) and that of Liu
and Yu (2008). Besides showing how these models are implemented through the
epileptic seizure data via SAS procedures, a comprehensive comparison of the
SAS procedures is also presented. Finally, we conclude the study with the dis-
cussion of the results obtained from the implementation of the models through
epileptic seizures data.

Keywords: SAS GENMOD, SAS GLIMMIX, SAS NLMIXED
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Bayesian tomographic restoration of
Ionospheric electron density using Markov

Chain Monte Carlo techniques
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Abstract. The ionized region of the Earth’s atmosphere is known as the ionosphere.
The ionosphere is not static because electron concentrations vary considerably with
time, season and intensity of solar radiation. Due to the large concentration of
free electrons the ionosphere affects all radio waves including those transmitted by
the Navy Navigation Satellite System (NNSS) and the Global Positioning System
(GPS), causing errors. Thus one of the most important physical parameters in the
ionosphere is the electron density, and accurate knowledge of its spatial distribu-
tion is essential. In Ionospheric tomography the data are integrals of total electron
density along many intersecting paths, and are usually collected from satellite-to-
ground based receivers, Spencer et al. (2001). These data are inverted to reconstruct
an image of electron density in the ionospheric plane under study. We propose a
Bayesian approach to the inversion problem using spatial priors. To obtain infer-
ences the Bayesian approach is accompanied with a special Markov Chain Monte
Carlo algorithm that we developed. The algorithm is based on a principle compo-
nents analysis of initial output.

Keywords: Bayesian modeling, Ionospheric Tomography, Markov Chain Monte
Carlo, Principle Components, Inversion
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Consistent biclustering by sparse singular
value decomposition incorporating stability

selection

Martin Sill and Axel Benner
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Abstract. High-dimensional gene expression data arises in all fields of life sci-
ence and is usually stored as two-way two-mode data matrix. Often interest lies
in finding a set of genes that show a correlated gene expression within a subset of
the samples. In order to find solutions to this two-way clustering problem a large
number of so called biclustering approaches have been proposed. In an idealized
case, e.g. assuming low noise and assuming that the gene expression matrix has
a block-diagonal structure, each block displays a bicluster. Decomposing this ma-
trix by singular value decomposition (SVD) results in matrix factorization where
each singular vector pair is associated with a bicluster. Therefore many biclustering
methods are strongly related to SVD.

Applying SVD to real data sets will result in singular vectors with many non
zero elements. Recently, a sparse SVD method has been proposed and successfully
applied to find reasonable biclusters in gene expression data. This regularized form
of the SVD alternately fits penalized regression models to the singular vectors to
obtain a sparse matrix decomposition. The sparsity of the singular vectors depends
on the choice of the penalization parameters.

We propose to choose the right amount of penalization by incorporating a stabil-
ity selection. The stability selection is a subsampling procedure that can be applied
to penalized regression models to find stable variables and additionally offers the
possibility of an error control. The performance of this sparse SVD method will be
compared with other biclustering methods related to SVD.

Keywords: microarrays, biclustering, sparse SVD, penalized regression, sta-
bility selection
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Comparison of Dimensionality Reduction
Methods Used in Case of Ordinal Variables

Lukáš Sob́ı̌sek, Hana Řezanková, and Vanda Vilhanová

University of Economics, Prague, nám. W. Churchilla 4, 130 67 Praha 3. Czech
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Abstract. Prior to application of some classification methods, it is desirable to re-
duce the number of variables characterizing individual objects (Lee and Verleysen,
2007). It is possible either to use latent variables created on the basis of origi-
nal variables or to select variables which characterize the certain groups of similar
variables. In the contribution we compare dimensionality reduction methods and
methods for clustering variables. Our aim is to analyze data files with ordinal vari-
ables created on the basis of questionnaire surveys. We used a proximity matrix as
an input for some analyses (multidimensional scaling and hierarchical cluster analy-
sis). In this matrix, different association coefficients for ordinal variables are used
(Spearman correlation coefficient, Kendall’s tau-b, Kendall’s tau-c, gamma, sym-
metric Somers’ d). To identify groups of similar variables (including determination
of cluster number) on the basis of results of dimensionality reduction methods, we
interpret these results by fuzzy cluster analysis. The soft version of CSPA (cluster-
based similarity partitioning algorithm) is applied for ensembles of fuzzy clustering
results obtained on the basis of different techniques. For illustration, we analyze
the real data files based on questionnaires surveys, e.g. perception of policemen by
young people (survey from 2006, 24 variables characterizing a typical policeman and
the same number of variables characterizing an ideal policeman, 356 respondents),
active lifestyle of university students (survey from 2008, 15 variables expressing a
satisfaction with different aspects of students’ life, 1,453 respondents), males and
females with university diploma (survey from 1998, 13 variables expressing a satis-
faction with different aspects of job, 1,908 respondents). Respondents answers are
coded from 1 to 7 (the first two files) and from 1 to 4 (the third file). For the
analyses, SPSS, STATISTICA, S-PLUS and Latent GOLD systems are used.

Keywords: dimensionality reduction, ordinal variables, categorical principal
component analysis, latent class modeling, cluster analysis
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Implications of primary endpoint definitions
in randomized clinical trials with time-to-event

outcome
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Abstract. In clinical studies with survival time as primary endpoint, its defini-
tion is not always straightforward and clear. E.g. in cancer studies, overall-survival,
event-free survival or recurrence free survival may be suitable candidates among
others. Definitions with a short expected study duration may be favored by medi-
cal researchers.
Consequences of the definition of the primary endpoint for randomized clinical trials
with time-to-event outcome will be compared and discussed. Effects on the planning
phase, analysis and interpretation of results are investigated. Pitfalls when compar-
ing treatment effects between different studies are mentioned. Special attention will
be given to the comparison of hazard ratios from studies with unequal proportions
of non-disease related events.
Different choices of endpoints are not interchangeable, and sample size calculations
and interpretations of resulting hazard ratios should be handled with care. Further-
more, hazard ratios among studies with unequal proportions of non-disease related
events cannot be compared in a straightforward manner. Systematic reviews or
meta-analyses of treatment comparisons become more complicated when either the
primary endpoints differ across studies or when they are identical, but the hazards
for the non-disease related events differ.

Keywords: time-to-event, survival, sample size calculation, systematic re-
view
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Estimation of Abilities by the Weighted Total
Scores in IRT Models using R
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Abstract. Under item response theory (IRT), the ability parameter for each in-
dividual is estimated, in most cases, by either the MLE or EAP method from the
response patterns to the test items. However, since these estimation methods are
complicated, it is almost impossible for a layman to comprehend how the score is
calculated.

On the other hand, it is possible to estimate the IRT ability on the basis of
the observed weighted total score (e.g. Thissen (2001)). The weighted total score is
easy to calculate, but there are two major problems associated with this estimation
method, namely, the choice of the weights and the calculation of the conditional
distribution of the weighted total score given the ability. For the first problem,
Mayekawa (2008) developed the globally optimal weights, which maximize the ex-
pected test information, and showed that the globally optimal weights reduced the
posterior variance when evaluating the posterior distribution of the ability given the
weighted total score. For the second problem, Mayekawa and Arai (2008) proposed
an efficient algorithm for calculating the conditional distribution of the weighted
total score of polytomous items.

In this study, we combine these two methods and propose a quick scoring
method for estimation of IRT abilities based on the weighted total scores using
R program. Given the set of item parameters and the weights, the program pro-
duces the correspondence table between the weighted total scores and the EAP
ability estimates with the associated posterior standard deviation.

Keywords: item response theory, globally optimal weights, weighted total
scores
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Association Rules Extraction from the
Otolaryngology Discharge Notes
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Abstract. The explosive growth of databases in almost every area of human activ-
ity has created a great demand for new, powerful tools for turning data into useful
knowledge. Text mining is a tool that saw an increasing interest in the 2000s, for
enabling people to find unknown information and facts from the free-text data
(Konchady (2006)). Recently, the number of text mining applications in medical
sciences has grown with an increasing rate. Unstructured free-text data, such as pa-
tient discharge notes and reports, doctor’s notes, clinical trials and studies, research
reports, web pages and hospital records are some of the important data sources for
physicians. To analyze and access this kind of data by human efforts is difficult and
time consuming. Considering the time it takes for decision making, and accesing
accurate and required information about patients, this kind of systems have become
necessary.

In this study, we developed a domain based software system to transform 600
discharge notes, from the Department of Otolaryngology of Akdeniz University, to
a structured form, extracting clinical data from the discharge notes, and analyz-
ing extracted data. First of all, discharge notes which are kept as Microsoft Office
Word documents have been transformed into a data table after preprocessing (to-
kenization, correcting spelling errors, eliminating stop words,). In order to identify
common section in the discharge notes, including patient history, age, problems,
and diagnosis etc., several word lists have been constituted. Using the terms co-
Occurrences within discharge notes, the keyword lists have been created. To identify
the significant content words within each section keyword lists have been used and
content words have been converted into a predefined coded structure. Association
Rules, that is one of the methods of the traditional data mining, has been ap-
plied to extracted data in order to discover the patterns and relations between
entities/concepts. There are two important basic measures for association rules,
i.e. support and confidence. In addition to these measures, lift ratio has also been
calculated to identify interesting rules. The system has been designed to visualize
the extracted association rules in table format.

Keywords: otolaryngology, text mining, data mining, association rules
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Bayesian nonparametric analysis of GARCH
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Abstract. Financial time series analysis deals with the understanding of data
collected on financial markets. Investors and financial managers need to understand
the behavior of asset prices to have good expectations about future prices and the
risks to which they will be exposed. For that, the usual approach is to derive
probability distributions of the future values which are especially useful because
also provide with measures of investment risk. Several parametric models have
been entertained for describing, estimating and predicting the dynamics of financial
returns. Alternatively, this article considers a Bayesian semiparametric analysis of
financial time series. In particular, the usual parametric distributional assumptions
of the GARCH-type models are relaxed by entertaining the class to location-scale
mixtures of Gaussian distributions with Dirichlet process mixture models on the
mixing distribution. Although in different settings than considered here, Dirichlet
process mixture models, by now, have an extensive literature in Bayesian analysis
and provide a broad and flexible class of distributions. The proposed specification
allows for a greater flexibility in capturing both the skewness and kurtosis frequently
observed in financial returns. Also, the Bayesian methodology offers a natural way to
introduce parameter uncertainty in estimation of in-sample volatilities and to obtain
predictive distributions of future returns and volatilities. Value at Risk (VaR) has
become the most widely used measure of market risk for practitioners. Statistically
speaking, the VaR is the negative value of a quantile of the conditional distribution
of the return series. The developed methodology offers a convenient specification of
the return distribution, which is crucial to give an accurate estimate of the VaR.
Moreover, it allows to obtain a reliable predictive distribution of the VaR, which
also provides with a measure of precision for VaR estimates via predictive intervals.

Keywords: Bayesian estimation; Dirichlet process mixture; Financial time
series; Location-scale Gaussian mixtures; Markov chain Monte Carlo.
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Abstract. While determining the changes of trend, break function regression is
the easiest model that can be used. Break function is defined as continuous and
it consists of two linear segments. It is firstly introduced by Hinckley (1970) and
Hinkley (1971) as ”two-phase regression”.Besides, Mudelsee (2000) offered a three-
phase regression (”ramp”) as a model for climate transitions. This paper is useful
since ”break” methodology and ”ramp” methodology has several similarities. On
the other hand, various studies identifying the relationship between two factors
were carried out in the literature; for example, Yuan et al. (2007) investigated
the relationship between electricity consumption and GDP in China. Furthermore,
Mozumder and Marathe (2007), analyzed the relationship between electricity con-
sumption and GDP in Bangladesh. In our study, we aimed to examine the relation-
ship between electricity consumptions and economic growth using data from the
Turkish market, and different than the previous studies, the trend was estimated
by using the break function regression defined in Mudelsee (2009).

Keywords: Break function regression, time series, economic growth

References

HINKLEY, D., V. (1970): Inference about the change points in a sequence of ran-
dom variables. Biometrika 57, 1-17.

HINKLEY, D., V. (1971): Inference about the change-point from cumulative sum
tests. Biometrika 58, 509-523.

MOZUMDER, P., MARATHE, A. (2007): Causality relationship between electricity
consumption and GDP in Bangladesh. Energy Policy 35, 395-402.

MUDELSEE, M. (2000): Ramp function regression: a tool for quantifying climate
transitions. Computers and Geosciences 26, 293-307.

MUDELSEE, M. (2009): Break function regression: A tool for quantifying trend
changes in climate time series. The European Physical Journal, Special Topics
174, 49-63.

YUAN, J. et. al. (2007): Electricity consumption and economic growth in China:
cointegration and co-feature analysis. Energy Economics 29, 1179-1191.

PS2: Poster Session 2 315



Tests for Abnormal Returns under
Weak Dependence
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Abstract. In event studies (Brown and Warner (1985)), abnormal returns are
assumed to be cross-sectionally independent. If the event day is common, and if
the firms are from the same industry, returns are usually positively correlated. We
propose to use a spatial error model (see e.g. LeSage and Pace (2009))

u = (In − ρW )−1ε, |ρ| < 1, ε = (ε1, . . . , εn)′, ε ∼ IID(0, σ2
εIn),

where ρ measures the strength of dependence and W is a spatial weights matrix, to
model cross-sectional dependence in returns. Returns of firms belonging to the same
sector or industry are correlated, but returns of firms belonging to different sectors
or industries are uncorrelated. The spatial error model formalises weak dependence.

The performance of tests for event effects under cross-sectional dependence
are evaluated by simulation. We find that moderate spatial autocorrelation causes
overrejection of the null hypothesis of no event effect.

We derive a correction to tests for abnormal returns, which takes into account
cross-sectional dependence in returns. We apply the corrected tests to US stock
returns.

Keywords: abnormal returns, cross-sectional dependence, event studies, spa-
tial error model

References

BROWN, S. J. and WARNER, J. B. (1985): Using daily stock returns: The case of
event studies. Journal of Financial Economics 14 (1), 3-31.

LESAGE, J. and PACE, R. K. (2009): Introduction to Spatial Econometrics. CRC
Press, Boca Raton.

316 PS2: Poster Session 2
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Abstract

P(enalized)-splines and fractional polynomials (FP) have emerged as
powerful smoothing techniques with increasing popularity in several
fields of applied research. Both approaches allow for considerable flex-
ibility, but not much is known about how these methods compare to
each other in a given setting and it may not be obvious for the prac-
titioner which one to use best. A systematic mainly simulation-based
comparison of P-splines and FP is not available to date. We per-
formed extensive simulation analyses using standard implementations
in STATA, R and BayesX to compare FP´s of degree 2 and 4 (FP2,
FP4) and P-splines, using generalized cross validation (GCV) and re-
stricted maximum likelihood (REML) for smoothing parameter selec-
tion. Overall, we found that spline-based estimators (REML, GCV)
and FP4 perform equally well in most simulation settings. However,
for more curved functions FP2, as current default implementation in
standard software, showed considerably bias and consistently higher
mean squared error (MSE) compared to all other estimators. More-
over, FP’s in general are prone to artefacts due to the specific choice
of the origin, while P-splines based on GCV reveal sometimes wiggly
estimates in particular for small sample sizes. Finally an application
on undernutrition in India highlights the specific features of the ap-
proaches. The application shows that FP’s, in contrary to P-splines,
are not able to capture all features of very complex functions.

Keywords: generalized additive models, fractional polynomial, penal-
ized spline, simulation, smoothing
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Which Objective Measure can Mimic Experts
Opinion for Quality of Dermatologic Images?
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2 Departments of Dermatology, Akdeniz University, Antalya, Turkey

Abstract. Since the image quality (IQ) has critical importance in medical imag-
ing, the reliability of image compression algorithms is a major issue to address.
Compressed IQ can be evaluated objectively and subjectively. In subjective studies,
experts evaluate the quality of images. There are many objective measures, which
are defined by mathematical definitions, such as Mean Square Error (MSE), Mean
Average Error (MAE), Peak Signal-to-Noise Ratio (PSNR), Maximum Difference
(MD), Structural Content (SC), Normalized Absolute Error (NAE) and Image Fi-
delity (IF) (Przelaskowski (2004), Grgic et al (2002)). However, presence of several
objective measures for IQ in compressed images raises the problem of selecting the
appropriate measure. Our aim is to try to compare the objective methods for their
ability to mimic human experts. The image set is taken from the study done by
Gulkesen et al (2009). In this study, the objective evaluation results were compared
with that studys subjective results using Receiver Operating Characteristic (ROC)
analysis. For objective evaluation, the images were compared with each other for
all objective measures and at four different Compression Ratio (CR) (1:50, 1:40,
1:30 and 1:20). A statistically significant difference was found that JPEG2000 (JP2)
provided better results for all evaluation criteria at each CR (p<0.001). NAE and
SC showed a lower performance relative to other measures for both JPEG and JP2.
MD is the closest to experts opinion for JPEG, MSE is the closest to experts opin-
ion for JP2, but the difference between the methods were statistically insignificant.
NAE and SC appear to be less successful in reflecting experts opinion.

Keywords: Image compression, JPEG, JPEG2000, Quality measures
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An Application of the Poisson Regression on
Infertility Treatment Data
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Abstract. Regression models are the most popular tools for modeling the rela-
tionship between a response variable and a set of predictors. In many applications,
the response variable of interest is a count, i.e. takes on non-negative integer val-
ues. For count data, the most widely used regression model is Poisson regression
while the logistic (or probit) regression is often applied for binary data (Sellers
(2008)). Many outcomes in clinical medicine are a finite set of non-negative integer
values that are not normally distributed; hence, they may be more appropriately
analyzed as discrete rather than as continuous measures (Byers et al. (2003)). In
the analysis of categorical or count data, transformation techniques those are used
to ensure the assumptions of normality may be inadequate in most cases. Hence,
Poisson regression which is based on exponential family can be used. Poisson re-
gression is accounted to understand the correlation between explanatory variables
and count data type response variables. In this regression model, the link function
which associates the linear structure of the explanatory variable(s) to the expected
values of the response variable(s) is found by the logarithmic transformation (Frome
(1983)). In our study, we applied a Poisson regression model to an infertility data
set that consists of 1,401 women who enrolled in infertility treatment between 2000
and 2008 at Department of Obstetrics and Gynecology, Akdeniz University, Turkey.
The number of pregnancies was assigned as dependent variable while age (grouped
in five categories) and the duration of treatment (grouped in two categories) were
the independent variables. The outcomes show that both age and duration of treat-
ment had significant effect on number of pregnancies.

Keywords: Count data, Poisson regression, infertility
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Application of Particle Swarm Approach to
Copula Models Involving Large Numbers of

Parameters

Enrico Foscolo1 and Matteo Borrotti12

1 Department of Statistical Science “Paolo Fortunati”, University of Bologna
Via delle Belle Arti 41, 40126 Bologna, Italy
{enrico.foscolo2, matteo.borrotti}@unibo.it

2 European Centre for Living Technology (ECLT), University of Ca’ Foscari
S. Marco 2940, 30129 Venice, Italy

Abstract. One-parameter multidimensional copulas represent a standard tool for
non-linear dependence structures between random variables and joint extreme events.
Nevertheless, non-linear systems require flexible models with an increasing numbers
of parameters and different margins. Therefore, the issue of parameters estimation
plays a central role in the study of joint behavior of the variables.

The celebrated pseudo-maximum likelihood estimator of the copula parame-
ters investigated by Genest et al. (1995) requires an initial vector of values in the
optimization procedure. Estimates based on Kendall’s tau or Spearman’s rho are
usually considered to this aim. Unfortunately, closed-form relations between the
copula parameters and the measures of association are not always available. In
order to avoid additional numerical computation, we propose the Particle Swarm
Optimization (PSO, Kennedy and Eberhart (1995)), based on the social behavior
reflected in swarm of birds, called particles.

Starting from a finite randomly chosen set of values of the parameters, we
evaluate the pseudo-likelihood function associated with the copula model and we
use the PSO to find the region where the pseudo-likelihood function is maximized.
PSO is compared with other optimization algorithms, i.e. gradient-based algorithm.

Preliminary studies carried out with a three-parameters three-dimensional cop-
ulas show that our approach maximizes the pseudo-likelihood function with reason-
able computational efforts. Moreover the proposed method provides a more robust
alternatives to the procedure involving Kendall’s tau or Spearman’s rho.

Keywords: particle swarm optimization, copula models, pseudo-likelihood
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Abstract. A new recursion method of assimilation of measurements in the problem
of Kalman filtration is proposed. The method assimilates sequentially (one by one)
all the measurements which enter into the linear stochastic dynamic system at a
given discrete moment of time. It is proved that if the dimension of the vector of
observations is equal to r, then for r steps method exactly realizes the standard
algorithm of the optimum evaluation of the state of physical system in Kalman filter
(Brammer and Siffling (1975), Leondes (1978)). The merit of new algorithm is the
direct method of realization, which does not require the application of approximate
iterative procedures for the inversion of matrix MPM

T +W , entering the equations
of Kalman filter.

The method is economical and convenient in practice. In the case when the
dimension of the vector of observations depends on time, and hence the matrix
order varies in time, the application of the recursion method makes it possible
to avoid the use of dynamic arrays in computer programs and thus to prevent
undesirable memory fragmentation and excessive use of computer resources. The
proposed algorithm can also be applied in problems of optimal interpolation.

Keywords: Kalman filtering, sequential data assimilation
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Computational Methods for Fitting the
Lee-Carter Model of Turkish Mortality Change

Banu Ozgurel
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Abstract. Lee-Carter method is used to forecasting and modeling mortality. A
non-linear model for fitting and forecasting age-specific mortality rates at age x
and time t is proposed in 1992 by Lee and Carter. This method included weighted
least squares (WLS), maksimum likelihood estimation (MLE), and singular value
decomposition (SVD) method and time series. Time series methods are used to
make long-run forecasts, with confidence intervals, of age-specific mortality. In this
study, the Lee-Carter model is developed for Turkey. This study describes the tech-
nical procedures to fit and extrapolate these models and includes comparisons of
results of these models. It is used to fit mortality data in Turkey from 1960-2006
and to forecast mortality change from 2007 to 2030. Mortality data are obtained
by TUIK (Turkish Statistical Institute).

Keywords: Lee-Carter Method, Weighted least squares (WLS), Maksimum
likelihood estimation (MLE), Singular value decomposition (SVD), Time se-
ries
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Logistic Regressions on the Data Obtained
from Pediatric Endocrinology Information
System to Predict Familial Short Stature
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Abstract. Pediatric Endocrinology is a scientific discipline specializing in endocrinol-
ogy disorders those affect childrens physical and sexual development, such as growth
disorder. As Evidence Based Medicine (EBM) is increasingly gaining importance,
recent studies show that EBM can provide a higher quality of care with reduced
costs, using new technologies, with an ethical and a person-centered approach
(LEWIS (2004), MALUF-FILHO(2009)). Two of the most commonly used com-
puter based EBM methods are artificial neural network (ANN) and logistic regres-
sion (LR). In this study, we used a dataset captured and stored by the Pediatric
Endocrinology Clinical Information System. We compared LR and ANN results to
automatically identify familial short stature disorder. Whole data is divided into
training and test datasets; from the training dataset we obtained models from LR
and ANN. Afterwards, LR and ANN were applied to the test dataset. In training
dataset, LR achieves a sensitivity of 0.795, specificity of 0.662, and ROC AUC of
0.813. Using the cut-off points obtained from this analysis; a sensitivity of 0.771,
specificity of 0.625, and ROC AUC of 0.766 were found with the test dataset. On
the other hand, ANN achieves a sensitivity of 0.832, specificity of 0.683, and ROC
AUC of 0.811 on training dataset. With the obtained cut-off points, the perfor-
mance in the test data was: sensitivity of 0.705, specificity of 0.826, and ROC AUC
of 0.832.When results from LR and ANN on the training and test datasets are
compared, both techniques showed similar performances on both sets. LR showed
similar results with its own training dataset performance while ANNs sensitivity
decreased and specificity increased compared to its performance in training set.
None of the differences were statistically significant.

Keywords: Artificial Neural Network, Clinical Information System, Familial
Short Stature, Logistic Regression, Pediatric Endocrinology
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1 Instituto de Matemática e Estat́ıstica, USP, Brazil, germanp@ime.usp.br
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Abstract. Semiparametric or partial linear models (PLMs) have become an im-
portant tool in modeling economic and biometric data, and are considered a flexible
generalization of the linear model by including a nonparametric component of some
covariates. Such models assume that the relationship between the response variable
and the explanatory variables can be represented as (see, for instance, Green (1987))

yi = x
T

i β + f(ti) + εi, i = 1, . . . , n , (1)

where yi denotes the response from the experiment, xi is a (p×1) vector of explana-
tory variables, β is a (p×1) parameter vector, ti is a scalar, f is a smooth function,
and εi ∼ N(0, φ). In this work we extend partial linear models with normal errors to
Student-t errors. Penalized likelihood equations are applied to derive the maximum
likelihood estimates which appear to be robust against outlying observations in the
sense of the Mahalanobis distance. An iterative process based on the back-fitting
algorithm to adjust the model is proposed. The iterative process that we present
is analytically simple and easy to implement computationally, and can be gener-
alized to the class of elliptical models. We present some simulations to evaluate
the performance of the iterative process. Finally, in order to study the sensitivity
of the penalized estimates under some usual perturbation schemes in the model
or data, the local influence curvatures are derived and some diagnostic graphics
are proposed; see, for instance, Cook (1986) and Zhu et al. (2003). A motivating
example preliminary analyzed under normal errors is reanalyzed under Student-t
errors. The local influence approach is used to compare the sensitivity of the model
estimates.

Keywords: Student-t distribution, Semiparametric models, Penalized maxi-

mum likelihood estimates, Robust estimates, Sensitivity analysis
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Abstract. The flow of natural gas within a gas transmission network is studied
with the aim to optimize such networks. The analysis of real data provides a deeper
insight into the behavior of gas in- and outflow. Different nonlinear regression mod-
els are fitted to describe dependence between the maximal daily gas flow and the
temperature on network exits. Based on the residuals of the fitted model we study
the dependence structure of the gas flow at nodes within the network, and use the
results for the optimization of the network capacity.

Keywords: dependence analysis, correlation, gas flow, optimization
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Right-censored Survival Analysis of Data with
an Indefinite Initial Time Point

Tatsunami S.1, Ueno T.1, Kuwabara R1., Mimaya J.2, Shirahata A.2 and
Taki M.2.

1 Unit of Medical Statistics and Institute of Radioisotope Research, St.
Ma-rianna University School of Medicine, 2-16-1 Sugao, Miyamae-ku,
Kawa-saki, Japan, s2tatsu@marianna-u.ac.jp

2 The Research Committee for the National Surveillance on Coagulation
Disorders in Japan

Abstract. Several types of censoring methods have been used in medical research
as described by Harezlak and Tu (2006). For example, the last seronegative date
or the first seropositive date for a specific antibody, or the midpoint between them
is sometimes used. We deal with similar but different data in order to estimate the
onset rate of critical hepatic disease after infection with hepatitis C virus (HCV).
Among adult people with HCV infection, the first seropotivite date does not reflect
the time point of infection, because testing for HCV antibody became available
only after 1989. However, in the case of hemophiliac patients, the most likely cause
of infection is via injection of coagulation factors which is a therapeutic treatment.
The treatment is started just after birth of the patient as described by Taki and
Shirahata (2009). Therefore, we used the data of 318 HCV-infected hemophiliac pa-
tients using the time of birth as an important time point. The time of the infection
with HCV was simulated by random numbers distributed between 0 and 5 years
after the time of birth. The onset of critical hepatic disease such as liver cirrhosis,
liver failure or hepatocellular carcinoma was treated as the event. Data were cen-
sored at the end of May 2008 or at the time of lost-to-follow-up. Random numbers
were repeatedly generated 1000 times, and Kaplan-Meier survival fractions were
obtained each time. The fraction of patients with critical hepatic disease after 30
years from infection was 5.2% when we used the time of birth as the initial point.
However, it was 7.6±0.8%(mean±SD) and 9.3±1.0% from 1000 runs using linear
and uniform distribution, respectively. If we can find the appropriate distribution
pattern for the random numbers, a more precise estimation may be possible.

Keywords: left-censored, survival, Kaplan-Meier method, random number
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A Comparison of Some Functional Data Depth
Approaches

Stanislav Nagy

Charles University of Prague, Department of Probability and Mathematical
Statistics,
Sokolovská 83, 186 75 Praha 8, Czech Republic s.nagy@volny.cz

Abstract. The concept of depth for functional data is presented as a useful tool
for detection of typical and outlier functions in a functional data random sample.

Several definitions of functional data depth are compared using both simulated
and real data sets, namely band and generalized band depths introduced in López-
Pintado and Romo (2009), Fraiman’s simplical and halfspace depths defined in
Fraiman and Muniz (2001) and a functional induced by an isomorphism of arbitrary
depth defined on a finite-dimensional Euclidean space of coefficients of functions
with respect to the basis in the case of finite-dimensional function spaces.

In order to compensate for an arising disadvantage, we generalize the last-
named. We exceed the induced depth by defining functional depth on an arbitrary
functional space as induced by a mapping of depth on a finite-dimensional Euclidean
space of coefficients of functions with respect to their first few functional principal
component. The functional PC’s were defined in Ramsay and Silverman (2005).
Although some properties are lost as a result of reduced dimension, the reasonability
of depth-approximating method is shown for particular cases.

Keywords: functional data, data depth, band depth, functional principal
component
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Beta-κ distribution, an application to extreme
hydrologic events

Md. Sharwar Murshed1 and Jeong Soo Park2

1 Graduate Student of Department of Statistics, Chonnam National University.
Gwangju 500-757, Korea. ruposbd@hotmail.com

2 Professor, Department of Statistics, Chonnam National University. Gwangju
500-757, Korea. jspark@jnu.ac.kr

Abstract. The beta-κ distribution is one of the distinct special cases of the gen-
eralized beta distribution of the second kind. In this study, we have introduced
method of moments and method of L-moments to estimate the parameters from
the beta-κ distribution. Also assessing the performance of the model by three es-
timating methods including maximum likelihood estimation method, a simulation
study is employed in addition to some real extreme events data sets.

Keywords: Beta-κ distribution, Maximum likelihood estimation, Method of
moments, Method of L-moments, Simulation
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Nonparametric hypothesis testing for non

increasing density family on R+

S. Khazaei

CEREMADE, Université Paris Dauphine

May 22, 2010

Abstract

In this paper we study nonparametric bayesian inference on the family of
non-increasing density function on R+. One interesting question is to consider
a goodness of fit test in such a context. In other words, given observations
Xn = (X1, ....,Xn) supposed to be independent and identically distributed
from some given decreasing density, say f , our aim is to answer the following
testing problem :

H0 : f = f0, againstH1 : f is decreasing

where f0 is a given decreasing density.
To do this we define a Nonparametric hypothesis testing. We compare

two different approaches. One is based on the Bayes factor, which can be
written in this case

Bn =
f0(Xn)

mn(Xn)
, mn(Xn) =

∫
F

f(Xn)dπ(f)

and F is the set of decreasing densities. This approach is the most commonly
known Bayesian approach for testing, although its computation is still an
open problem, given its difficulty.

The second approach is driven by decision theoretic considerations. Con-
sider the loss function L(f, δ) = δ(ε − d(f, f0))1ld(f,f0)<ε + (1 − δ)(d(f, f0) −
ε)1ld(f,f0>ε for a given distance, d, which will be the L1 distance in the present
work. The Bayesian solution to this loss function is given by :

δπ = 1 iff Eπ (d(f, f0)|X
n) > ε.

This second approach has the advantage of taking into account the dis-
tance to the null hypothesis, but needs the definition of a threshold ε. When
no such threshold is known a priori a possibility is to consider a p-value. The
method then becomes more complicated to compute. We propose a hybrd
algorithm following Ross et al. 2009 to accelerate the computation f the
p-value.

The comparison of both approaches is based on a simulation study.

Keywords: Nonparametric Bayesian inference, k-monotone density, kernel mixture,
Bayes factor, goodness of fit, p-value.
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Parameter Sensitivity analysis for α-stable
claim process

Submitted to COMPSTAT 2010

Amel Louar1 and Kamel Boukhetala2

1 ENSSMAL, Dély Ibrahim, Ageria
Coop El Amel G3 N6, Algeria, amel.laouar@gmail.com

2 USTHB, Algeria
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Abstract. In this paper, we study the behavior of the wealth for an insurance
company, with a claims process described by a stochastic differential equation gov-
erned by α-stable motion. The additional non classical feature that the company is
also allowed to invest in stock market; A part of the wealth is invest in non risky
asset, and the rest in a risky asset, modelled by geometric Brownian motion, when
we suggest that the market rate (diffusions parameter) of return on financial risky
asset can be stochastic, we propose for this latter the Vasicek and CIR models, we
make a comparison of investment process for these models. Finally we study the
sensitivity of the risk model and wealth with respect to changes in parameters by
simulation.

Keywords: α-stable process, interest rate models,α-stable Lévy motion , sim-
ulation.
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New spatial statistics procedures suggested by
a critical comparison between geoestatistical

packages ArcGIS and R

Carlos Eduardo Melo Mart́ınez1, Jordi Ocaña Rebull2 and Antonio
Monleón Getino2

1 Engineering Faculty, Distrital University ”Francisco José de Caldas”
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2 Departament of Statistics, University of Barcelona
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Abstract. This research is focused on the design of programs in R to development
geostatistical procedures. Also, some programs on existing theories and an alterna-
tive method to nest semivariance models are proposed. In addition, a comparison
between programs geostatistics R and ArcGIS is made. In this paper, we present
a brief introduction to spatial statistics, the main areas (geostatistics, spatial pat-
terns and lattices), and a short presentation of ArcGIS and R programs in their
components of geostatistics. Moreover, the statistical and mathematical aspects of
geostatistics are summarized, doing emphasis on the semivariogram, on both prob-
abilistic interpolation methods kriging and deterministic, and the goodness of fit
interpolation methods (cross-validation).

We propose a series of functions which are designed in the package R. These
allow a more complete geostatistical analysis together with the help of packets pre-
viously designed in R such as: geoR, gstat, geostat and akima, among others. In this
way, these contributions are: a function for the construction of the trimmed mean
semivariance, a nesting function semivariance functions from functions displaced
semivariance theoretical models (spherical, exponential and Gaussian), a function
for the construction of pocketplot (useful for the analysis of local stationarity), a
spline interpolation function from radial basis functions (multiquadric and inverse
multiquadric), and a cross-validation function to validate the interpolation meth-
ods based in the errors. Also, a comparison of the geostatistical modules between
ArcGIS and R is made. Thereby, we analyze its benefits, limitations and overall
behavior for this type of statistical analysis.

Keywords: nested models, interpolation methods, R and ArcGIS, geostatis-
tical comparison, pocket plot.
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A computational approach to dissect skin
pathologies based on gene expression barcodes

Mayte Suárez-Fariñas12, Erika Billick1, Hiroshi Mitsui1, Fuentes-Duculan,
J.1, Fujita, H.1, Lowes, M.1, Nograles, K.E.1, and James G. Krueger1

1 Laboratory for Investigative Dermatology and
2 Center for Clinical and Translational Science, The Rockefeller University. 1230

York Avenue, New York, NY 10065.

Abstract. Zilliox and Irrizarry (2007) developed a gene expression barcode based
on thousands of chips from different human tissues. The barcode methodology as-
sumes that each gene is expressed in some cell types and not expressed in others, so
the distribution of the log2 intensities across cell types is multimodal. Thresholds
derived from the distributions are used to assign discrete gene expression states,
called a gene expression barcode. As their classifier, based on general tissues, does
not make fine discriminations among skin cell types we applied the method to a
database of 120 skin samples to create a barcode specific for skin cell types. We
present our skin-specific barcode classifiers plus three applications:

Skin-Cell Map: Using the binary data for each gene across samples of different
cell types, we identify genes that are unique to a cell type and those that are shared.
Almost 70% of the probes are noninformative while only 11% of the genes are
uniquely expressed by a specific cell type.

Hierarchical Classifier: The skin-cell barcode was used to create a classifier,
taking advantage of the hierarchical lineage of skin cell types using the pamr method
in three stages. In each stage, the classifier finds the set of genes that discriminates
amongst a reduced number of cell types. These classifiers are able to predict the
cell type accurately from a single hybridization, with 0% errors in leave-one-out
cross-validation, and 1% in the testing samples.

Deconvolution of a complex tissue: Biopsies contain variable amounts of
healthy and diseased tissues each with multiple cell types. mRNA extracted from
a biopsy sample results in expression profiles which are averages of the expression
profiles of the individual cell types, weighted by the prevalence of that cell type
in that specific sample. Skin diseases having subtly different cell-type compositions
are hard to discriminate based on raw expression profiles; reconstructing such com-
position from a single hybridization is called deconvolution. We present a computa-
tional deconvolution algorithm based on our Skin-Cell Barcode, and demonstrate its
power by deconvolving Dermis and Epidermis of Normal and Psoriasis skin samples
obtained by Laser Capture Microdissection.

Keywords: microarrays, gene-expression barcode, classification



Assessing DNA copy numbers in large-scale

studies using genomic arrays

Robert B Scharpf1 and Ingo Ruczinski2

1 Division of Oncology Biostatistics, The Johns Hopkins Sidney Kimmel
Comprehensive Cancer Center, Baltimore, MD 21205, USA rscharpf@jhsph.edu

2 Department of Biostatistics, Bloomberg School of Public Health, Johns Hopkins
University, Baltimore, MD 21205, USA ingo@jhu.edu

Abstract. Oligonucleotide-based arrays are commonly used to assess genotype-
phenotype association on a genomic scale, and studies involving DNA copy numbers
are becoming more common. While genotyping algorithms are largely concordant
when for example assessed on HapMap samples, methods to assess DNA copy num-
ber alterations often yield discordant results. One explanation for the discordance
is that DNA copy number estimates are particularly susceptible to systematic dif-
ferences that arise across batches of samples that were processed at different times
or by different labs. Analysis algorithms that do not account for such systematic
biases are more prone to spurious findings that will not replicate in other studies.

This presentation describes statistical methods and software for the locus-level
estimation of DNA copy number that specifically adjust for batch effects (Scharpf et
al. (2009)). We illustrate a workflow for copy number analysis using HapMap Phase
3 data, including normalization, genotyping, adjusting for batch effects in copy
number estimation, visualizations to inform downstream processing, and smoothing
point estimates as a function of physical position via segmentation and hidden
Markov models (Scharpf et al. (2008)). All analyses are performed in the statistical
environment R, using S4 class definitions for high-throughput SNP arrays that
extend the Bioconductor eSet class (Scharpf and Ruczinski (2002)). Extending the
eSet class promotes code reuse through inheritance as well as interoperability with
other R packages and is less error-prone, and facilitates reproducible research.

Keywords: DNA copy number, genomic arrays, S4 classes and methods, re-
producible research
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The Weighted Halfspace Depth –
a Generalization of the Halfspace Depth

Lukáš Kot́ık1,2

1 Katedra pravděpodobnosti a matematické statistiky, Matematicko–fyzikálńı
fakulta Univetzity Karlovy v Praze
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2 Institute of Information Theory and Automation – Academy of Sciences of the
Czech Republic
Pod Vodárenskou věž́ı 4, 182 08 Praha 8, Czech Republic

Abstract. The statistical depth can be thought as a generalization of the uni-
variate quantiles. It has become quite popular tool in nonparametric inference for
multivariate data and several definitions of the depth has been introduced in recent
years. The halfspace (Tukey) depth and the simplex depth are now probably the
most known and the most used depth functions. We propose a generalization of the
halfspace depth – the weighted halfspace depth. It is based on using weighted prob-
abilities of a (half)space instead of plain probability of a halfspace. The proposed
depth can be considered to be more appropriate if our data aren’t symmetrically
distributed or in a case of mixtures of distributions. The definition of the weighted
halfspace depth, its basic properties and examples are shown in the poster.

Keywords: data depth, nonparametric multivariate analysis
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Indices of Nonlinearity and Predictability for
Time Series Models

Norio Watanabe1 and Yusuke Yokoyama2
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Abstract. In this study we consider the problem on characterization of the non-
linearity for stochastic dynamical systems which generate time series.

The Lyapunov exponent is a well-known index for deterministic systems and it
can measure the degree of nonlinearity and imply the information of predictability.
The maximum Lyapunov exponent can be defined for stochastic systems ( McCaf-
frey et al. (1992)). However, it is not clear what the Lyapunov exponent measures
in the case of stochastic systems. Other indices on nonlinearity and predictability of
stochastic systems have been proposed by Watanabe (2007). Though the meaning
of their indices is understandable, the computation is not easy. In this study we
modify their indices and improve the computational aspect.

We consider the discrete-time stochastic dynamical system:

xn = f(xn−1, xn−2, ..., xn−p) + en, (1)

where {en} is a white noise with the variance σ2 (σ > 0), and p is a positive integer.
We assume that f and σ are known here.

We introduce two predictors of xn+k based on xn, xn−1, ..., xn−p+1 for defini-
tion of indices. First the conditional expectation is the best predictor with respect
to the mean squared error. Usually it is very difficult to calculate the conditional
expectation not only theoretically but also numerically. Then we adopt the approx-
imation of the best predictor by multilayered neural networks. Second we consider
the recursive predictor. Indices of nonlinearity and predictability are defined by
using the mean prediction errors of two predictors.

The validity of indices is demonstrated by simulation studies. And we consider
the relationship among our indices and the Lyapunov exponent.

Keywords: Nonlinear model, Prediction, Lyapunov exponent
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Solution Tuning - an attempt to bridge
existing methods and to open new ways

Tatjana Lange1

Professor, University of Applied Science Merseburg, Germany
Geusaer Straße, D-06217 Merseburg, tatjana.lange@hs-merseburg.de

Abstract. When we use measured data for searching a solution or making deci-
sions sometimes the results may be unstable, biased or ”distorted”.

Different domains of science and engineering, such as

- Regularisation Theory (e.g. Tichonow and Arsenin (1979), Lange (1994))
- Robust Estimations
- Data Analysis (e.g. Mosler et al. (2009))
- Regression Analysis and Modelling (e.g. Lange (1995))
- Minimization of Empirical Risk (e.g. Vapnik (1998))
- Learning Theory and Neuronal Networks (e.g. Wasiljew and Lange (1998))
- Psi Optimization

investigate these problems independently and often do not perceive the achieve-
ments of the neighbouring disciplines.

This presentation tries to find out what is common between the different method-
ologies. It deals with the connections between the methods that are typical for the
scientific domains listed above. Finally it tries to make some generalizations and
to open new ways to quantify the influence of outliers of different nature on the
solution tuning.

Keywords: Data analysis, regularization, optimization, estimation, solution
tuning
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Comparison of inference for eigenvalues of
covariance matrix with missing data
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3 Department of Mathematics, Chuo University

Abstract. In real multivariate statistical analysis, there is often a case with miss-
ing data. The inference of the eigenvalue is not evaluated for each method though
some methods for missing data are proposed for principal component analysis
(PCA).

We assume that the population distribution is 10-dimensional normal distribu-
tion and contaminated normal distribution. Since the larger eigenvalues are inter-
ested on PCA, we treat everything from the first largest eigenvalue to the third
largest eigenvalue. The missing value is made at random and let a missing rate τ
be 10% and 20%. The methods we use are PCA for decreased (1 − τ)% sample of
all sample (DS), PCA for a complete sample (CS), PCA for the covariance matrix
using pairwise sample (PS), KNNimpute (KNN), MLE for covariance matrix with
missing data (MLE), Probabilistic PCA (PPCA) and Nipals PCA (NIPALS). KNN,
MLE, PPCA and NIPALS methods are easily carried out on R using the EMV pack-
age, the mvnmle package and the pcaMethods package, respectively. MLE routine
estimates the mean and covariance matrix of multivariate normal distribution from
missing data. If data values are missing, the routine implements the ECM algorithm
of Meng and Rubin (1993) with enhancements by Sexton and Swensen (2000). The
setting of package is default.

By numerical simulation, it is found that MLE method is best as a whole. This
method is assumed that the population distribution is normal, but effective under
contaminated normal distribution as a symmetric distribution. Pairwise sample
method, which is more simple, has a relative error of about 1%. We recommend
MLE method as an inference for eigenvalues of covariance matrix.

Keywords: missing data, eigenvalue, principal component analysis

References

Meng, XL. and Rubin, D.B. (1993). Maximum Likelihood Estimation via the ECM
Algorithm, Biometrika, 80, 267–278.

Sexton, J. and Swensen, A.R. (2000). ECM Algorithms that Converge at the Rate
of EM, Biometrika, 87, 651–662.

PS2: Poster Session 2 337



Spatial modeling of extreme values

: A case of h igh est daily temperature in K orea

SangHoo Yoon1 You ngSaeng L e e2 and J eongSoo P ark 3

1 Graduate student, Department of Statistics, Chonnam National University
3 0 0 Y ong b ong -dong B uk g u, Gw ang ju, South K orea, statstar96@gmail.com

2 Graduate student, Department of Statistics, Chonnam National University
3 0 0 Y ong b ong -dong B uk g u, Gw ang ju, South K orea, h e lligh t@n aver.com

3 P rofessor, Department of Statistics, Chonnam National University
3 0 0 Y ong b ong -dong B uk g u, Gw ang ju, South K orea, jspark@jn u .ac.kr

Abstract. Generalized E x treme V alue models are found to b e approx imate lim-
its of univariate ex tremes. H ow ever, models for multivariate and spatial ex tremes
are not so straig htforw ard. W e show ed the usefulness of g eneralized ex treme value
distrib ution in applying ex treme daily temperature for each location (K im and
P ark (2 0 0 8 )). F or estab lishing a spatial model of ex treme value, g eog raphical as-
pects could b e used b ecause a spatial dependence ex ists b etw een locations. T o
perform statistical analysis on ex treme daily temperature, w e should b uild models
w hich are capab le of detecting and determining this spatial distance in the ex tremal
level. Several authors have sug g ested methods to handle spatial ex tremes (B uishad
et al.(2 0 0 8 ), Smith(1 9 9 0 ) and Cooley et al.(2 0 0 7 )). W e sug g est a spatial model of
ex treme daily temperature using suitab le max -stab le models tog ether w ith compos-
ite lik elihood to perform lik elihood b ased statistical inference on spatial ex tremes.
T he data is collected from 5 9 stations in K orea b etw een 1 9 7 3 and 2 0 0 9 . 4 spatial
modes representing 4 reg ions are proposed compare to one g lob al spatial model.
T he administrative and g eog raphic senses are considered in dividing .

K e y w o rd s: Sp atial m od e ling, M ax -Stab le p roc e ss, C om p osite lik e lih ood
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Cointegration analysis of models with
structural breaks

Emilia Gosińska1

Chair of Econometric Models and Forecasts, University of Lodz
Rewolucji 1905 r. No. 41, 90-214 Lodz, Poland, emfemj@uni.lodz.pl

Abstract. The Vector Error Correction Model with structural breaks is consid-
ered. It is assumed that the data generation process consists of stochastic as well as
deterministic component, Saikkonen et al. (2004). Structural breaks can be imple-
mented as the appropriate adjustments of deterministic variables or by time-varying
parameters in stochastic component. In this study the stochastic component is rep-
resented by VAR model, time-varying VAR model or threshold VAR model, Hansen
and Seo (2002). In the paper it is proved that the form of VECM model is depen-
dent on the way the structural change is explained in data generation process. The
presence of deterministic components in DGP leads to a model with deterministic
components in cointegration space. The investigation concerns the model of Polish
inflation in the presence of structural breaks, assuming different forms of DGP.

Keywords: cointegration, vector error correction model, structural breaks
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Application Of Regression-Based Distance
Matrix Analysis To Multivariate Behavioral
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Abstract. Multivariate distance matrix regression (MDMR) is a statistical method
that can be used to analyze high dimensional data sets. The technique works by
testing the relationship between similarity profiles computed across a large number
of variables and an additional set of (predictor) variables (Zapala et al. (2006)).
MDMR can be framed in a multivariate multiple regression setting so that the
impact of each of the set of predictor variables can be related to variation in the
similarity of the multivariate profiles (Wessel et al. (2006)). We considered the ap-
plication of MDMR to a twin data set in which a large number of behavioural
measures were collected in addition genotype information. We found a statistically
significant association between a single nucleotide polymorphism on chromosome
15 in the GABRG3 gene (rs10852211) and a set of substance abuse and behavioural
disinhibition measures. The association was replicated in two separate subsets of
monozygotic twin data. Dick and colleagues has previously shown that GABRG3
gene is significantly involved in the risk for alcohol dependence. They advocated
that nearly all SNPs across this gene yielded evidence of association (Dick et al.
(2004)).
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Simulating multi-self-similar spatiotemporal
models with CUDA
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Abstract. In Fŕıas et al. (2009) multi-self-similar spatiotemporal models display-
ing long-range dependence, in space and time, are introduced as the mean-square
convolution of an input process Y with the spatiotemporal Riesz kernel. Suitable
conditions, that ensure a second-order-output process X, are assumed on process
Y . In addition, an estimation method based on the marginal spectral densities is
implemented to approximate the long-memory and/or strong-spatial-dependence
parameters.

In order to experiment with the models the input process Y is approximated
using a Monte Carlo method. This approximation is a very CPU-demanding task,
so that computing the approximation of an input process takes more than one day.

Fortunately, the algorithm used to simulate the input process Y can be easily
parallelized. In this work we have studied two ways of getting a parallel algorithm.

The first way is using the computational power of current multi-core processors.
We have created a computing thread for every core getting a “perfect speedup”—a
4 speedup on a processor with 4 cores.

The second way is developing a SIMD—Single Instruction Multiple Data—
algorithm so that it can be executed on current graphics cards (GPUs) supporting
the CUDA architecture, see Kirk and Hwu (2010). This second algorithm gets a 30
speedup, but it is far from achieving a perfect speedup. We are currently trying to
improve this SIMD algorithm so that a better performance can be achieved.

Keywords: spatiotemporal models, CUDA architecture, parallel programming
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Application of autocopulas for analysing
residuals of Markow –Switching models
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Abstract. The topics of this investigation was motivated by modeling of a large
number of economic and financial time series from the emerging Central - European
economics using Markov – Switching (MSW) models (see Frances and van Dijk
(2000), Hamilton (1989)).

We based the selection of the models (optimizing the number of hidden states
and the order of the local autoregressive models) on the BIC criterion.

Recall that the residuals of these models are supposed to be independent (not
only serially non–correlated). This property can be tested e.g. by the BDS test (see
Brock et al. (1996)).

Inspired by the approach of Rakonczai (2009) we applied autocopulas to the
time series of the above mentioned residuals in order to gauge how much they
violate the assumptions of independence. We arrived at an interesting conclusion
concerning the residuals of the models that were selected as optimal on the basis of
the BIC criterion. We observed that the autocopulas for the residuals of the optimal
models were mostly substantially closer to the (independence indicating) product
form (especially for lags k ≥ 2) than those for competing non–optimal models.

Ackonowledgement: The research was partly supported by the Grants APVV-
0012-07 and LPP-0111-09.
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Abstract. In this study, one-way-classification experimental design model yij =
µ + τi + eij for i = 1, 2, . . . , k, j = 1, 2, . . . , n and

Pk
i=1 τi = 0 (without loss

of generality) is considered. Traditionally,eij have been assumed to be normally
distributed with mean zero and variance σ2. In recent years, however, there has
been a realization that the normality assumption is often not valid. In fact, the
exact distribution of eij is not known. The strategy is to locate the most plausible
distribution for eij , and develop techniques which are efficient under an assumed
distribution and retain their efficiency under reasonable alternatives. Such tech-
niques are called robust procedures. Several such procedures are known and are
based on the following estimators: Tukey’s trimmed sample mean and the match-
ing variance, Tiku’s modified maximum likelihood estimators based on censored
samples, Huber’s M-estimators based on randomly censored samples, Tiku’s robust
estimators based on complete samples, distribution free procedures based on ranks
(the relative positions of sample observations). e.g. R-Estimates, Hodges-Lehmann
Estimates.

In this study, assuming that eij ’s have a Long Tailed Symmetric Distribution
(shape parameter, p = 3.5) we compared the above procedures and evaluate their
relative performances. We also compared their robustness properties under Dixon’s
outlier model, mixture model, contamination model, autocorrelation model, mis-
classification model and skew alternative models such as Generalized Logistic (b=2).

Keywords: ANOVA, robustness, simulation
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Heterocedasticity in the SEM
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Abstract. A Simultaneous Equations Model (SEM) is formalized by a system
of equations having correlated error terms. In its more general form the model is
heterocedastic, which means that different observations of each equation may have
different error variances. The most popular estimators for the SEM are based on
least squares and they are derived for the particular case of homocedasticity. For
the heterocedastic system the Generalized Method of Moments estimator (GMM)
is recommended. Unfortunately none of those estimators are robust. Robust esti-
mation for the SEM has been studied, among other authors, by Amemiya (1982)
and Maronna et al. (1997), following the least squares approach. A robust version
of the GMM was developed in Rocha (2010). The robust version of the GMM
includes a resampling step which allows the estimation of each element of the co-
variance matrix of the errors. The computation of the robust estimates becomes
very simplified for the particular case of homocedasticity, since this case does not
require a resampling step.
A simulation study was conducted for observing the performance of the simplified
robust version of the GMM (no resampling step) when the data were generated
from an heterocedastic model. The results pointed out that the no resampling ver-
sion performs very well under Gaussian errors, either with or without contamination
and its computational time decreases drastically when compared with the general
estimation process. Thus, unless there exist strong reasons for assuming the hete-
rocedastic SEM , we conclude that it may be preferable to act as if the model was
homocedastic.

Keywords: SEM, robust estimation, GMM.
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Assessing environmental performance using
Data Envelopment Analysis combined with

cluster analysis
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Abstract. There has been increasing recognition in developed nations of the im-
portance of good environmental performance, in terms of reducing environmental
disamenities such as pollutants emissions and waste. It is well known that national
institutions have various macroeconomic objectives, for instance a high level of real
GDP per capita or a low rate of inflation. Recently, another objective that needs
to receive considerable attention is a reduction in the amounts of environmental
disamenities generated in the air or water as outputs of the production of goods
and services. Hence their performance (efficiency) needs to be evaluated in terms
of their ability to maximise macroeconomic objectives while minimising environ-
mental disamenities. The aim of the present paper is to measure the environmental
efficiency of Italian provinces for 2004 and our objective is to adapt the techniques
of efficiency measurement, such as Data Envelopment Analysis, to the problem at
hand, where outputs do not refer only to goods, but we have also undesirable out-
puts. Data Envelopment Analysis (DEA) is a linear-programming-based method for
evaluating the relative performance of a homogeneous set of Decision Making Units
(DMUs). Since the original DEA study by Charnes, Cooper and Rhodes (1978) this
methodology has been widely studied in literature and there has been rapid growth
in the field. Hence, the idea of this work is firstly to cluster the operating DMUs
(Decision Making Units) or ”provinces” by input/output mix and then to estimate
efficiency for each cluster. Then, for each cluster DEA models are carried out.

Keywords: Data Envelopment Analysis, undesiderable outputs, environmen-
tal filed
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Abstract. The need to study and to obtain digital solutions of stochastic non-
linear differential equations is a common situation in Seismic Engineering. This is
the case for the hysteretic models. These models do not have an exact solution and
can only be approximated by numerical methods. We discretize the solutions using
the stochastic improved Euler scheme and the three parameter implicit stochastic
Newmark schemes: a higher order and a lower order Newmark scheme. In the case
of hysteretic models subjected to gaussian white noises, we were able to reduce the
problem of approximating the solution to that of a linear system in each time step
avoiding the Newton–Raphson method in the same time steps. This allowed us to
save computational effort in the approximation of the response of the hysteretic
system and was achieved by giving explicitly the value of one of the parameters in
the equation of the Newmark scheme that corresponds to the hysteretic variable
while keeping the equations of the displacement and velocity implicit. We com-
pare the performance of these two implicit Newmark schemes. In the simulation
study for the Bouc-Wen model, we compare the solutions produced for the specific
choice of the parameters (α = 0.5, β = 0.5) which are the values used by Roy and
Dash(2005) in the case of linear systems. We conclude that the standard deviation
of the displacement obtained from the proposed higher order Newmark scheme is
larger than that obtained from the proposed lower order Newmark scheme. The
proposed lower order Newmark scheme is computationally atractive to compete
with the improved Euler scheme.

Keywords: Stochastic Differential Equations, Newmark schemes, Hysteretic

models
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Superior in Intensive Care Patients with

Bland Altman Analysis
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Abstract. Clinicians often need to know whether a new method of measurement is
equivalent to an established one already in clinical use: Hanneman (2008). An appro-
priate comparison of the two measures needs to highlight such differences hence the
Bland-Altman plot, which explicitly shows differences between the two measures
(on the Y axis) over their range (on the X axis): Hopkins (2004). In our study,
Bland-Altman analyses were used to determine the level of agreement between the
central venous pressures (CVP) measured via catheters inserted in abdominal vena
cava inferior (aVCI) and vena cava superior (VCS) in intensive care patients. We
performed 148 simultaneous measurements in 49 patients. Analyses were performed
by MedCalc version 11.2.1.0. The 95% limits of agreement, estimated by mean dif-
ference +/- 1.96 standard deviation of the differences for CVP were 2.33 and +4.16
mmHg. The bias (mean difference between aVCI and VCS measurements) was 0.92
mmHg. The computed upper and lower levels of agreement We also found that
0.047 (7/148) measurements are out of the predefined limits. According to our data
aVCI and VCS measurements have 0.92 bias but we found some factors (such as
mechanical ventilation, PEEP, PAP, MAP and IAP) were effective on the differ-
ence between CVP values obtained simultaneously via two different routes. So the
clinical importance of this difference may not be important.

Keywords: statistical agreement, BlandAltman, limits of agreement, inten-
sive care
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Abstract. Procedures for detection of changes in mean in models with dependent
random error terms are considered. In particular test procedures based on ratio
type test statistics that are functionals of partial sums of residuals are studied.

Ratio type statistics are interesting for the fact that in order to compute such
statistics there is no requirement to estimate the variance of the underlying model.
Therefore they represent a suitable alternative for classical (non-ratio) statistics,
most of all in cases when it is difficult to find a variance estimate with satisfactory
properties.

We assume to have data obtained in ordered time points and study the null
hypothesis of no change against the alternative of a change occurring at some
unknown time point. We explore the possibility of applying the block bootstrap
method for obtaining critical values of the proposed test statistics in a model with
α-mixing random errors. We follow the ideas described in Horváth et al. (2008) and
Hušková, M. and Marušiaková, M. (2009).

Keywords: ratio type test statistics, block bootstrap, α-mixing random er-
rors
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Rank scores tests in measurement error
models – computational aspects
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Abstract. Consider the linear regression model

Yi = β0 + x′
niβ + z′

niδ + ei, i = 1, . . . , n (1)

with observations Y1, . . . , Yn, independent errors e1, . . . , en, identically distributed
according to an unknown distribution function F ; xni = (xi1, . . . , xip)′, zni =
(zi1, . . . , ziq)′ are the rows of regression matrices, β0, β ∈ Rp, δ ∈ Rq, are unknown
parameters.

We want to test the hypothesis

H : δ = 0, (2)

considering β0 and β as a nuisance parameters.
In the model without measurement errors, the hypothesis (2) can be tested by

the regression rank score test. If the regressors are affected by random measurement
errors then Jurečková, Picek and Saleh (2008) considered the tests based on the
regression rank scores. No estimation of the nuisance parameters is necessary. If the
xni or both the xni and zni are affected by random errors then we cannot use a
regression rank scores test. Jurečková, Picek and Saleh (2008) suggested the aligned
rank test with estimated nuisance parameters.

The present paper deals with the computational aspects of both test procedures.
The efficiency changes caused by the measurement errors is also illustrated by a
simulation study.

Keywords: Linear regression, Measurement errors, Rank test
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JUREČKOVÁ, J., PICEK, J. and SALEH, A.K.MD.E. (2009): Rank tests and re-
gression rank scores tests in measurement error models. Computational Statis-
tics and Data Analysis, doi:10.1016/j.csda.2009.08.020.

350 PS2: Poster Session 2



Classification based on data depth
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Abstract. Classification problem has been studied many times. We wish to find
a rule to classify a new observation into one of k ≥ 2 populations based on the
random sample from these populations (with known classification).

During last ten years quite a lot of effort has been put into use of data depth
for solving the classification problem. Data depth is a nonparametric concept which
enables dealing with multidimensional data. Roughly speaking, depth function is
any function providing an ordering of multivariate data. Formal definition was
stated by Zuo and Serfling. Several classification rules based on data depth was
developed in recent years.

Our contribution deals with some aspects of depth-based classification. We
concentrate on problem of distributions with nonconvex density levelsets. Use of
weighted halfspace depth, proposed in Hlubinka et al. (2010), can bring an inter-
esting solution. We will present some results of simulation study.

Keywords: data depth, classification, nonparametric, simulation
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Abstract. Polytomous Logistic Regression method is used to clarify the effects of
covariates on categorical responses. In our study, we investigated the performances
of three methods to estimate the regression parameters of polytomous logistic re-
gression model: Maximum Likelihood Estimatation Method, Bayesian Estimatation
Method and Pseudo-Conditional -Likelihood Estimation Method (PCL) for Two
Stage Polytomous Logistic Regression (Chatterjee (2004)) by constructing an exten-
sive Monte Carlo Simulation Study design. Two Stage Logistic Regression modelling
is proposed for the data where the response is defined with cross-classification of dis-
ease characteristics that cause very large number of response categories. Bayesian
estimation is carried out using Gibbs sampling through WinBUGS. In order to
assess the performances of these three methods, we tried different scenarios, by
changing the number of categories of response variable, or changing the type and
number of the covariates. We noticed that Pseudo Likelihood Estimation Method is
the most efficient method that the estimates obtained by PCL estimation have the
smallest mean square error and bias values when the number of response categories
are large. Another superiority of the PCL is the ease of interpretation of response
categories when the number of levels are large.

Keywords: polytomous logistic regression, Bayesian estimation, maximum
likelihood, pseudo-conditional-likelihood, WinBUGS

References

CHATTERJEE N. (2004): A Two-Stage Regression Model for Epidemiological
Studies With Multivarite Disease Classification Data. Journal of American
Statistical Association, 99 (465), 127-138.

CONGDON, P. (2005): Bayesian Models for Categorical Data. Wiley Series in Prob-
ability and Statistics, John Wiley and Sons Inc.

352 PS2: Poster Session 2



PS2: Poster Session 2 353

Transformed Gaussian model for joint
modelling of longitudinal measurements and

time-to-even under R
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Abstract. We propose a model for the joint distribution of a longitudinal vari-
able and a single time-to-event. This model, which we will call joint transformed
Gaussian model, assumes a multivariate Gaussian distribution for the vector of
repeated measurements expanded with the natural logarithm of failure time. The
marginal distribution of time-to-event is log-Normal distributed, as well as the con-
ditional distribution the repeated measurements. The variance covariance structure
of this model is of main interest, so we consider different parametric structures for
the covariance matrix of the proposed model. We will present an analysis of a data
set as an example. Finally, we will discuss the possible extensions of this model in
a multivariate setting. This model is proposed under a set of functions for R, which
is being prepared to be submitted to CRAN.



Semi-Automated K-means Clustering
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Abstract. The crucial problems of K-means clustering are deciding the number
of clusters and initial centroids of clusters. Hence, the steps of K-means clustering
are generally consisted of two-stage clustering procedure. The first stage is to run
hierarchical clusters to obtain the number of clusters and cluster centroids and
second stage is to run nonhierarchical K-means clustering using the results of first
stage. Here we provide automated K-means clustering procedure to be useful to
obtain initial centroids of clusters which can also be useful for large data sets, and
provide software program implemented using R.

Keywords: K-means clustering, Ward’s method, Mojena’s stopping rule, Model-
based clustering, BIC(Bayesian Information Criteria), Automated K-means
clustering.

References

Brusco, M.J. and Cradit, J.D.(2001): A variable-selection heuristic for K-means
clustering, Psychometrika 66 (2), 249-270.

Chen, J. Ching, R. KH and Lin, Y.(2004): An extended study of the K-means
algorithm for data clustering and its applications, Journal of the Operational
Research Society, 55, 976-987.

Fraley, C. and Raftery, A.E.(2006): MCLUST Version 3 for R: Normal Mixture
Modeling and Model-Based Clustering, Technical Report No. 504, Dept. of
Statistics Univ. of Washington.

Mojena, R. Wishart, D. and Andrews, GB.(1980): Stopping rules for Wards’ clus-
tering method, COMPSTAT, 426-432.

Kim, S., Kwon, S. and Cook, D. (2000): Interactive visualization of hierarchical
clusters using MDS and MST, Metrika, Volume 51 Issue 1, 39-51.

354 PS2: Poster Session 2



PS2: Poster Session 2 355

Application of some multivariate statistical
methods to data from winter oilseed rape

experiments

Zygmunt Kaczmarek1, Elżbieta Adamska1, Stanis law Mejza2, Teresa
Cegielska-Taras3 and Laura Sza la3
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eada@igr.poznan.pl
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Abstract. Biotechnological production of doubled haploid (DH) lines is valuable
technology in modern plant breeding of oilseed rape. It offers various advantages for
plant breeders including the possibility to obtain homozygous lines rapidly. Doubled
haploids with desirable agronomic characters and proper fatty acid composition of
the Brassica oil can be chosen and introduced into breeding program as a result
of selection for a combination of optimum characters. The paper presents a mul-
tivariate approach to the investigation of general and specific combining ability of
doubled haploid lines of winter rape based on the analysis of their line x tester
hybrids. For the yield and some interesting combination of unsaturated fatty acids:
oleic (C18:1), linoleic (C18:2) and linolenic (C18:3), played the important role in
biochemical and biodiesel industries, multidimensional effects of general combining
ability (GCA) and specific combining ability (SCA) of parental DH lines were es-
timated and tested. The Mahalanobis distance has been proposed as a measure of
similarity among parental DH lines due to the multi-character nature of GCA and
SCA effects. The results of statistical analysis for series of 3 line x tester experi-
ments with hybrids were also presented for individual traits (SERGEN, Caliński et
al. 1998). Estimates and results of testing hypotheses concerning the interactions of
GCA and SCA effects of DH lines with environments were given. Also representa-
tions of GCA effects of DH lines in the space of first two dual principal components,
determined by the analysis of GCA effects by environments interactions, for seed
yield and for the difference of oleic and linolenic fatty acids were illustrated.

Keywords: combining ability effects, MANOVA, series of experiments, rape
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Genotype-by-environment interaction of
healthy and infected barley lines
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Abstract. Barley is an important cereal crop and ranks fourth among other ce-
reals. Many studies have revealed a significant influence of environment on pheno-
typic performance of agronomically important traits. Environmental factors affect-
ing yield and its structure may be of biotic and abiotic origin. Reaction of genotypes
on varying abiotic factors can be evaluated by conducting experiments over sev-
eral years and/or in different localities, whereas the reaction on biotic factors (e.g.
fungal pathogens) is mainly investigated in experiments in which artificial infection
is applied. The aim of the studies was: (1) to assess to how the degree of infec-
tion with pathogen (Fusarium culmorum) may change stability and adaptability
of barley genotypes, and (2) to select barley lines stable over a range of environ-
ments and more resistant to Fusarium head blight. Material for the studies covered
34 spring barley doubled haploids (DH) examined in 6-year experiment. Each line
was artificially inoculated by F. culmorum. Yield structure traits were examined
in control and inoculated plants. During each year, the experiment with k = 34
genotypes and t = 68 treatments was carried out in a group balanced block de-
sign according to Gomez and Gomez (1984). The genotypes were divided into two
groups: A - inoculated plants, B - control plants. At the first step one-way analysis
of variance (ANOVA) was performed for A and B groups of genotypes examined in,
particular year. In the next step, statistical analysis of a series of six experiments
was performed for each group independently using the computer program SERGEN
(Caliński et al. 1998).

Keywords: ANOVA, genotype by environment interaction, group balanced
block design
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Selection of Summary Statistics for
Approximate Bayesian Computation

David J. Balding and Matthew A. Nunes

Institute of Genetics, University College London
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Abstract. How best to summarise high-dimensional datasets is a problem that
arises in many areas of science, and in particular it plays a central role in the
efficient implementation of Approximate Bayesian Computation (ABC). In ABC
(Beaumont et al. (2002)), many parameter values and corresponding datasets are
simulated under the chosen model. The parameter values that generate datasets
similar to the one observed are used to approximate the posterior distribution of
interest. This can be done for complex datasets under models with intractable
likelihoods, provided only that simulation is feasible. To identify the simulated
datasets most similar to that observed, datasets are summarised by statistics, often
in practice chosen on the basis of the investigator’s intuition. Ideally the statistics
would be sufficient for the parameters of interest, but this is rarely achievable in
practice. Joyce and Marjoram (2008) propose a method for choosing summary sta-
tistics based on a notion of approximate sufficiency, and Wegmann et al. (2009)
suggest using partial least squares (PLS) to construct several informative statistics
as orthogonal linear combinations of a larger pool of available statistics. Here, we
propose minimum entropy of the resulting posterior approximation as a heuristic
for selecting summary statistics. Moreover, we introduce a two-stage procedure in
which summary statistics selected using the minimum-entropy criterion are used to
identify an initial set of “similar” datasets, which are each successively regarded as
the observed datasets in a second stage in which the average squared error of the
ABC posterior approximation is minimised to identify a suitable set of summary
statistics. We illustrate the performances of the minimum entropy and two-stage al-
gorithms, and compare them with the approximate sufficiency and PLS approaches,
for both univariate and bivariate posterior inferences of the scaled mutation and
recombination parameters from a population sample of DNA sequences.

Keywords: Entropy, sufficiency, data reduction, population genetics
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Choosing the Summary Statistics and the
Acceptance Rate in Approximate Bayesian

Computation

Michael G.B. Blum1
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Abstract. Approximate Bayesian Computation encompasses a family of likelihood-
free algorithms for performing Bayesian inference in models defined in terms of a
generating mechanism. The different algorithms rely on simulations of some sum-
mary statistics under the generative model and a rejection criterion that determines
if a simulation is rejected or not. In this paper, I incorporate Approximate Bayesian
Computation into a local Bayesian regression framework. Using an empirical Bayes
approach, we provide a simple criterion for 1) choosing the threshold above which
a simulation should be rejected, 2) choosing the subset of informative summary
statistics, and 3) choosing if a summary statistic should be log-transformed or not.

Keywords: approximate Bayesian computation, evidence approximation, em-
pirical Bayes, Bayesian local regression
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Integrating Approximate Bayesian
Computation with Complex Agent-Based

Models for Cancer Research
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Abstract. Multi-scale agent-based models such as hybrid cellular automata and
cellular Potts models are now being used to study mechanisms involved in cancer
formation and progression, including cell proliferation, differentiation, migration,
invasion and cell signaling. Due to their complexity, statistical inference for such
models is a challenge. Here we show how approximate Bayesian computation can be
exploited to provide a useful tool for inferring posterior distributions. We illustrate
our approach in the context of a cellular Potts model for a human colon crypt, and
show how molecular markers can be used to infer aspects of stem cell dynamics in
the crypt.

Keywords: ABC, cellular Potts model, colon crypt dynamics, stem cell mod-
eling
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Clustering Discrete Choice Data
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Abstract. When clustering discrete choice (e.g. customers by products) data, we
may be interested in partitioning individuals in disjoint classes which are homoge-
neous with respect to product choices and, given the availability of individual- or
outcome-specific covariates, in investigating on how these affect the likelihood to be
in certain categories (i.e. to choose certain products). Here, a model for joint clus-
tering of statistical units (e.g. consumers) and variables (e.g. products) is proposed
in a mixture modeling framework. A similar purpose can be found when looking
for a joint partition of genes and tissues (or experimental conditions) in microarray
data analysis (see e.g. Martella et al., 2008), of words and documents in web data
analysis (see e.g. Li and Zha, 2006), or, in general, when latent block-based clus-
tering is pursued (see e.g. Govaert and Nadif, 2007). Further interesting links can
be established with multi-layer mixture, see e.g. Li (2005), and with hierarchical
mixture of experts models, see e.g. Titsias and Likas (2002). The proposal has been
sketched in the field of consumers’ behavior, but can be easily extended to other
research contexts, where a partition of objects and features is of interest. Further
extensions of this model can be proposed by looking at different combinations for in-
dividual and product-specific covariates, and by adopting different representations
for component-specific distribution parameters.
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Multiple Nested Reductions of Single Data
Modes as a Tool to Deal with Large Data Sets

Iven Van Mechelen and Katrijn Van Deun
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Abstract. The increased accessibility and concerted use of novel measurement
technologies give rise to a data tsunami with matrices that comprise both a high
number of variables and a high number of objects. As an example, one may think
of transcriptomics data pertaining to the expression of a large number of genes
in a large number of samples or tissues (as included in various compendia). The
analysis of such data typically implies ill-conditioned optimization problems, as well
as major challenges on both a computational and an interpretational level.

In the present paper, we develop a generic method to deal with these problems.
This method was originally briefly proposed by Van Mechelen and Schepers (2007).
It implies that single data modes (i.e., the set of objects or the set of variables under
study) are subjected to multiple (discrete and/or dimensional) nested reductions.

We first formally introduce the generic multiple nested reductions method. Next,
we show how a few recently proposed modeling approaches fit within the frame-
work of this method. Subsequently, we briefly introduce a novel instantiation of the
generic method, which simultaneously includes a two-mode partitioning of the ob-
jects and variables under study (Van Mechelen et al. (2004)) and a low-dimensional,
principal component-type dimensional reduction of the two-mode cluster centroids.
We illustrate this novel instantiation with an application on transcriptomics data
for normal and tumourous colon tissues.

In the discussion, we highlight multiple nested mode reductions as a key feature
of the novel method. Furthermore, we contrast the novel method with other ap-
proaches that imply different reductions for different modes, and approaches that
imply a hybrid dimensional/discrete reduction of a single mode. Finally, we show
in which way the multiple reductions method allows a researcher to deal with the
challenges implied by the analyis of large data sets as outlined above.

Keywords: high dimensional data, clustering, dimension reduction
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The Generic Subspace Clustering Model
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Abstract. In this paper we present an overview of methods for clustering high
dimensional data in which the objects are assigned to mutually exclusive classes in
low dimensional spaces. To this end, we will introduce the generic subspace clus-
tering model. This model will be shown to encompass a range of existing clustering
techniques as special cases. As such, further insight is obtained into the charac-
teristics of these techniques and into their mutual relationships. This knowledge
facilitates selecting the most appropriate model variant in empirical practice.

Keywords: reduced k-means, common and distinctive cluster model, mixture
model
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Yield Curve Predictability, Regimes, and
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Approach
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Abstract. We propose an empirical approach to determine the various economic
sources driving the US yield curve. We allow the conditional dynamics of the yield
at different maturities to change in reaction to past information coming from sev-
eral relevant predictor variables. We consider both endogenous, yield curve factors
and exogenous, macroeconomic factors as predictors in our model, letting the data
themselves choose the most important variables. We find clear, different economic
patterns in the local dynamics and regime specification of the yields depending on
the maturity. Moreover, we present strong empirical evidence for the accuracy of
the model in fitting in-sample and predicting out-of-sample the yield curve.

Keywords: Yield curve modeling and forecasting; Macroeconomic variables;
Tree-structured models; Threshold regimes; Bagging.
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Abstract. We consider the problem of optimal asset allocation for portfolio with
a large number of shares. The numerical solution relies on the estimation of the
covariance matrix between the assets. Such estimation, typically obtained with
maximum likelihood, is affected be the so-called “maximization estimation error”,
which grows with the dimension of the covariance matrix. The use of a robust
estimator of the covariance matrix can reduce such estimation error considerably,
even when data are outlier free and outperform the standard approaches when data
have marked heavy tails or affected by the presence of outliers. The performance
of our new robust estimator is studied with simulations, and real data.

Keywords: Financial asset allocation, influential data, robust estimators



CP20: Computational Econometrics & Finance 365
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Abstract. Statistical computing emerged as a recognised topic in the seventies.
Remember the first COMPSTAT symposium held in Vienna (1974)! But the need
for proper computations in statistics arose much earlier. Indeed, the contributions
by Laplace (1749-1829) and Legendre (1752-1833) to statistical estimation in linear
models are well known. But further works of computational interest originated in
the structuring of the concept of regression during the 19th century. While some
were fully innovative, some appear now unsuccessful but nevertheless informative.
The paper discusses, from a French perspective, the computational aspects of se-
lected examples.

Section 2 combines approaches in covariance analysis developed in two different
areas, namely the econometry of road building (Georges Müntz, 1834) and the
metrology for cartographic triangulation (Aimé Laussedat, 1860). Section 3 details
Augustin Cauchy’s heuristic for simple and multiple regression (1837). An example
of use of Cauchy’s method can be found in an article by Vilfredo Pareto (1897).
Section 4 reviews an outline, in a particular situation, of what is called now the
iteratively weighted least squares algorithm which Pareto introduces in the same
paper. Finally, section 5 exemplifies two cases of modest treatment with genuine
intuitions. One is by an anonymous subscriber (1821) and addresses the computing
of a weighted mean with data driven weights; the second is the famous introduction
of the Gamma distribution for the modeling of the distribution of wages by Lucien
March (1898).

It turns out that most papers mentioned in this article are authored by for-
mer graduates and/or professors from the École Polytechnique. This institution is
certainly the common denominator for mathematical statistics and statistical com-
puting in the 19th century in France. But the Conservatoire National des Arts et
Métiers is not too far behind.

Keywords: history of statistics, regression, statistical computing
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Modeling Operational Risk:
Estimation and Effects of Dependencies

Stefan Mittnik, Sandra Paterlini, and Tina Yener
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Abstract. Being still in its early stages, operational risk modeling has, so far,
mainly been concentrated on the marginal distributions of frequencies and sever-
ities within the context of the Loss Distribution Approach (LDA). In this study,
drawing on a fairly large real–world data set, we analyze the effects of competing
strategies for dependence modeling. In particular, we estimate tail dependence both
via copulas as well as nonparametrically, and analyze its effect on aggregate risk–
capital estimates.

Keywords: operational risk, risk capital, value–at–risk, correlation, tail de-
pendence
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Influence of the Calibration Weights
on Results Obtained from Czech SILC Data
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Abstract. The purpose of income sample survey is to obtain a representative
data concerning level and structure of incomes and fundamental social-demographic
characteristics of households and their members. The survey results of inhabitant’s
income in the Czech Republic (SILC and Mikrocensus) are generalized on the whole
population using the calibration weights created by Czech Statistical Office. The im-
portant question in the process of generalizing conclusions arising from the analysis
of data files is the influence of calibration weighting on the results. The contribution
concerns the effect of calibration process on the measuring of monetary poverty in
the Czech Republic (see BARTOŠOVÁ, J. (2009a), BARTOŠOVÁ, J. (2009b) or
BARTOŠOVÁ, J., BÍNA, V. (2009a)). The paper presents significant changes of the
results concerning the threshold of monetary poverty which appear in dependence
on the definition of consuming unit (see NICODEMO, C., LONGFORD, N.,T.
(2009)).

Keywords: Calibration weights, EU-SILC, household incomes, poverty.
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of Event-Study Methodology
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Abstract. This paper reconsiders event-study methodology in light of evidences
showing that Cumulative Abnormal Return (CAR) can result in misleading infer-
ences about financial market efficiency and pre(post)-event behavior. In particular,
CAR can be biased downward, due to the increased volatility on the event day and
within event windows. We propose the use of Markov Switching Models to capture
the effect of an event on security prices. The proposed methodology is applied to a
set of 45 historical series on Credit Default Swap (CDS) quotes subject to multi-
ple credit events, such as reviews for downgrading. Since CDSs provide insurance
against the default of a particular company or sovereign entity, this study checks
if market anticipates reviews for downgrading and evaluates the time period the
announcements lag behind the market.

Keywords: Hierarchical Bayes, Markov switching models, credit default swaps,
event-study
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Neural Network Approach for
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Abstract. Diagnosis of breast diseases relies on recognizing diseased tissue in
histopathological images. The tissues studied will contain both diseased and normal
areas. To insure a correct diagnosis a method is described here that is made up of
three steps. The 1st step is to subdivide the histopathological image into sections.
These subdivisions will then all be digitized (step 2). Several methods were tested
and Wavelet transformation was found to be the best. The final step was evaluation
by neural network analysis. The collective evaluation of subdivisions will increase
the accuracy of diagnosis and help to avoid missing cancerous or inflamed tissue. In
some studies (ref) malignancy of cancer was measured by support vector machine
etc. in histopathology, but identification of the kind of cancer by pattern recogni-
tion is new. Our study attempts to digitize the features of tissue pattern for each
kind of disease and to recognize the kind of disease by neural network.

Keywords: Neural network,Wavelet transformation,Learning Vector Quan-
tization,histopathological diagnosis,breast disease
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Abstract. We propose a new method to simultaneously select variables and en-
courage a grouping effect where strongly correlated predictors tend to be in or out
of the model together. Moreover, our method is capable of selecting sparse models
while avoiding over shrinkage of Lasso. It combines the idea of VISA algorithm
which avoides over shrinkage of regression coefficients and those of the Elastic Net
which overcomes the limitation of Lasso in high dimension. Our method is based
on a modified VISA algorithm, so is also computationally efficient. A detailed sim-
ulation study in small and high dimensional settings is performed, which illustrates
the advantages of our approach in relation to several other possible methods.

Keywords: Variable selection, VISA algorithm, LARS, Linear Regression.
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Abstract. SVM are an established tool in machine learning and data analysis.
Though many implementations of SVM exist often specific applications require
tailor made algorithms. In text mining in particular the data often comes in large
sparse data matrices. Typical SVM algorithms like SMO do not take advantage
of the sparsity, and do not scale well to data sets with millions of entries. In this
paper we present an implementation of linear SVM’s for R that address both of
these issues.

Keywords: SVM, text mining, large scale
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Abstract. In this paper we present a new approach for the prediction of a be-
havioral variable from Functional Magnetic Resonance Imaging (fMRI) data. The
difficulty in this problem comes from the huge number of image voxels that may
provide relevant information with respect to the limited number of available im-
ages. A very common solution consists in using feature selection techniques, i.e. to
evaluate the significance of each individual brain region with respect to the target
information, and then to use the best ranked features as input to a classifier, such
as linear Support Vector Machines (SVM; we take this as the reference method).
However, this kind of scheme ignores the correlations between features, so that it is
potentially suboptimal, and it does not generally provide an interpretable pattern
of predictive voxels. Based on Random Forests, our approach provides an accurate
auto-calibrated framework for selecting a set of very few jointly informative re-
gions. Comparisons with the reference method on real data show that our approach
yields a little bit higher classification performance, but the real gain comes from
the sparsity of our variable selection.

Keywords: Feature selection, Variable Importance, Random forests, Classi-
fication, fMRI
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Using Sparse Coding

Theodore Alexandrov1, Klaus Steinhorst1, Oliver Keszöcze1, and Stefan
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Abstract. Mass spectrometry is an important tool in the analysis of chemical
compounds. A crucial step of mass spectrometry data processing is the peak de-
tection which selects peaks corresponding to molecules with high concentrations.
We present a new procedure of the peak detection based on a sparse coding algo-
rithm, for which we propose an elastic-net modification in Alexandrov et al. (2009).
The evaluation with simulated data shows that using the sparse coding prototype
spectra gives improvement over using per-class mean spectra, although the former
ones are extracted in an unsupervised manner. Finally, we apply the procedure to
a colorectal cancer of de Noo et al. (2006) and to a liver diseases of Ressom et al.
(2007) mass spectrometry datasets.

Interestingly, the prototype spectra are similar to per-class mean spectra, al-
though are obtained in an unsupervised manner. Hence, our peak detection pro-
cedure can be applied when assignments of spectra to classes are unknown. We
have detected peaks in prototype spectra with a simple method to demonstrate the
potential of our approach and expect that application of a more advanced peak
detection method can improve the results.

Keywords: mass spectrometry, peak picking, sparse coding
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Abstract. In supervised learning, an important issue usually not taken into ac-
count by classical methods is the possibility of having in the test set individuals
belonging to a class which has not been observed during the learning phase. Clas-
sical supervised algorithms will automatically label such observations as belonging
to one of the known classes in the training set and will not be able to detect new
classes. This work introduces a model-based discriminant analysis method, called
adaptive mixture discriminant analysis (AMDA), which is able to detect unobserved
groups of points and to adapt the learned classifier to the new situation. Two EM-
based procedures are proposed for the parameter estimation in an inductive and a
transductive way respectively. Experimental studies will demonstrate the ability of
the proposed method to deal with complex and real word problems.

Keywords: supervised classification, unobserved classes, adaptive learning,
novelty detection, model selection.
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Abstract. Principal components analysis (PCA) is a popular descriptive multi-
variate method for handling quantitative data and can be extended to deal with
qualitative data and mixed measurement levels data. For these extended PCA meth-
ods, the alternating least squares (ALS) algorithm is utilized. This type of algorithm
based on least squares estimation may require many iterations in its application to
very large data sets and variable selection problems and thus take a long time to
converge. Kuroda et al. (2008) proposed an iterative algorithm for speeding up the
convergence of the ALS algorithm using the vector ε algorithm of Wynn (1962)
that enables the acceleration of convergence of a slowly convergent vector sequence
and is very effective for linearly converging sequences. In this paper, we derive a
new version of the proposed algorithm which is not modified the original accelera-
tion algorithm but includes additional re-starting criteria for reducing both of the
number of iterations and the computational time. Numerical experiments examine
the performance of the new algorithm in comparison with the original acceleration
algorithm.

Keywords: Principal components analysis, the alternating least squares al-
gorithm, the vector ε algorithm, restarting criteria, acceleration
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Abstract. Recent advances on numerical methods for matrices with applications
to Statistics and Optimization are presented. They include results on the localiza-
tion of eigenvalues, optimally conditioned matrices and error bounds for the linear
complementarity problem (see Cortés and Peña (2008), Delgado and Peña (2009),
Garćıa-Esnaola and Peña (2009, 1 and 2), Peña (2009)). We consider sign-regular
matrices as well as some subclasses of these matrices. The interest of these matrices
comes from their characterization as variation diminishing linear maps, which leads
to a unified presentation of hypothesis tests (see Brown et al. (1981)). They can
also present interesting probabilistic interpretations (see Goldman (1985)). We also
consider the class of H-matrices, which plays an important role in linear comple-
mentarity problems, and some classes of P-matrices (see Chen and Xiang (2006)).

Keywords: Numerical algorithms, statistical computing, sign-regular matri-
ces, H-matrices, error bounds, conditioning
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Abstract. The classes of vector generalized linear and additive models (VGLMs
and VGAMs; Yee and Wild (1996), Yee and Hastie (2003)) enables maximum likeli-
hood estimation of many models and distributions including categorical data analy-
sis, survival analysis, time series, data, nonlinear least-squares models, and scores of
standard and nonstandard univariate and continuous distributions. Usually Fisher
scoring is used for these. This paper focusses on univariate discrete distributions,
e.g., the negative binomial, zero-inflated and zero-altered Poisson and negative bi-
nomial distributions, the zeta and Zipf distributions, etc. A selection of topics will
be chosen, e.g., the choice of initial values that are robust to outliers is often as much
an art as it is a science. The author’s VGAM package for R is used for illustration.

Keywords: maximum likelihood estimation, Fisher scoring, univariate dis-
crete distributions, vector generalized linear and additive models, VGAM
package for R.
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Abstract. In statistical software packages, usually no information about the nu-
merical accuracy of the computed result is available. This leads to a risk of misin-
terpretation of inaccurate results (Keeling and Pavur (2007), McCullough (1998),
McCullough (1999)). The Discrete Stochastic Arithmetic (DSA: Vignes (1988)) pro-
vides estimation of numerical accuracy with respect to rounding error propagation.
In this paper, the DSA is applied to a statistical package, benchmark results are
presented to illustrate its effectiveness. With the DSA, it is possible to estimate the
accuracy of any computed result of user’s application without the requirement of
reference solutions. However, along with its effectiveness and reliability in numeri-
cal error analysis, the DSA suffers from computational bottlenecks due to multiple
runs of the code with random rounding. For acceleration of the DSA, parallelization
approaches on multi-core systems are also investigated. The proposed paralleliza-
tion approach takes benefit from the increasing parallel computational power of
multi-core CPUs, and shows an almost linear scalability.

Keywords: numerical accuracy, DSA, multi-core, parallelization
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Abstract. There is a somewhat old-fashioned tendency to think of computational
statistical software as a numerical tool for working with data or models. By contrast,
in this paper, we illustrate the current state of the symbolic approach to compu-
tational statistics, providing examples using mathStatica (2010) which is based on
top of the Mathematica computer algebra system. Symbolic toolkits enable one to
derive exact arbitrary new theoretical results, essentially in real-time. Of course,
new tools bring new problems . . . and we comment briefly on the changing nature
of proof and epistemology in such a world.

Keywords: computer algebra systems, symbolic methods, mathStatica
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Abstract. The aim of the paper is to propose an innovative approach based on
quantile regression to identify a typology. The detection of a typology could derive
either from the clustering of units into groups or from the analysis of the differences
among a priori defined groups. In spite of this double potential meaning, the present
paper focuses only on the analysis of the differences among groups using an available
stratification variable.

The methodological framework is represented by quantile regression, as intro-
duced by Koenker and Basset (1978). This method may be considered as an exten-
sion of classical least squares estimation of conditional mean models to the estima-
tion of a set of conditional quantile functions. The use of quantile regression offers
a more complete view of the relationships among variables, providing a method
for modelling the rates of changes in the response variable at multiple points of
its conditional distribution. As the independent variables could affect the response
variable in different ways at different locations of its conditional distribution, useful
insights derive from extracting information at other places other than the expected
value.

It is a matter of fact that if two units have similar features/behaviours or
belong to the same group of a stratification variable, the dependence structure of
a regression model is more alike. The approach proposed in this paper aims to
estimate group effects in a regression model taking into account the impact of the
regressors on the entire conditional distribution of the dependent variable.

An empirical analysis is also provided to measure the changes on job satisfaction
owing to modification of the evaluation of different job features and taking into
account the type of job (self-employed, private employee or public employee). This
latter variable is used to estimate the group effects.
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Abstract. Histogram data is a kind of symbolic representation which allows to
describe an individual by an empirical frequency distribution. In this paper we
introduce a linear regression model for histogram variables. We present a new Or-
dinary Least Squares approach for a linear model estimation, using the Wasserstein
metric between histograms. In this paper we suppose that the regression coefficient
are scalar values. After having illustrated the concurrent approaches, we corrobo-
rate the proposed estimation method by an application on a real dataset.

Keywords: probability distribution function, histogram data, ordinary least
squares, Wasserstein distance
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Abstract. Symbolic interval-valued data occur in two contexts: either when one
has uncertainty on individual values, or when one has variation like eg in medical
data such as blood pressure, pulse rate observed on a daily time period. We will
consider here only the second case. Several methods have been proposed to deal
with the case where the response y as well as the predictors are interval-valued
variables. We will use the centre and range method proposed by Lima Neto and
De Carvalho (2008). Assuming that data are homogeneous (ie there is only one
regression model for the whole data set ) can be misleading. Clusterwise regression
has been proposed long ago, as a way to identify both the partition of the data
and the relevant regression models, one for each class. This paper aims to adapt
clusterwise regression to interval-valued data. The proposed approach combines
the dynamic clustering algorithm with the center and range regression method for
interval-valued data in order to identify both the partition of the data and the
relevant regression models, one for each cluster. Experiments with a car interval-
valued data set show the usefulness of combining both approaches.

Keywords: Clusterwise Regression, Interval-Valued Data, Symbolic Data
Analysis
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Abstract. The CART (Breiman et al., 1984) methodology for classical data is
extended to symbolic data in Seck (2010). This new methodology, called STREE,
is capable of building a pure CART tree, a pure divisive hierarchy, or a weighted
combination of both. This paper presents an application of STREE and compares
its results with the traditional CART analysis.

Keywords: Classification regression tree, divisive hierarchy tree, Fisher’s iris
data.
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Abstract. Relational databases are now ubiquitious in industrial companies and
public administrations. They contain first level units described by numerical or
categorical data. Higher level statistical units, described by high level data types
(called symbolic data types) can be derived from the huge amount of data stored
in these databases. These high level data types include interval data, distributions,
functional data, etc... While the symbolic data processing research field provides
different technics for the visualization and analysis of these high level data types
(see Diday (2008) for a detailed state of the art), there is no publication dealing
with the persistency of symbolic data. We mean by “persistency” the storage and
secure retrieval of data via a DBMS (database management system). The relational
database model, originally designed to deal with numerical and categorical data,
can hardly cope with symbolic data types. A more appropriate database model for
symbolic data management seems to be the object-relational model (see Melton
(2003) for a detailed discourse about this model). An elaborated symbolic data
management approach based on the object-relational model is proposed in this pa-
per in order to take advantage of effective and efficient data services (such as search
facilities, changes tracking, etc.) provided by database management systems. Using
our approach, symbolic data analysis and visualization algorithms will benefit inter-
esting functionalities like the drilldown process (Noirhomme-Fraiture et al. (2008))
which constructs a new symbolic description, using a database search, through in-
teraction with a visual representation. Our approach will also help in applications
like time series analysis.
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Abstract. A lot of clustering algorithms and methods for symbolic data has been
proposed (e.g. Verde, 2004). However, the clustering methods for distribution-
valued data, that can consider relationships between variables in each object, have
been not really proposed. In this paper, we present a non-hierarchical clustering
method for the distribution-valued data involving the histogram-valued data as an
empirical frequency distribution function and joint distributions.

Several clustering methods for histogram-data have been proposed. For exam-
ple, Irpino et al. (2006) presents the dynamic clustering method for histogram-data
using a new distance based on Wasserstein metric. Verde and Irpino (2008) presents
the Mahalanobis-Wasserstein distance for comparing histograms and apply it to the
dynamic clustering. These methods assume a case that only the marginal distrib-
utions of the multivariate distribution for each object are obtained and then it is
described by independent distributions.

In our method, we can consider relationships (e.g. dependency) among variables
in each object by using joint distributions. We define the “centroid distribution”
of probability distributions. By using the centroid distributions, we propose a new
non-hierarchical clustering method for symbolic objects described by probability
distributions.

Keywords: symbolic data analysis, k-means clustering, large and complex
data
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Abstract. Complex data are here composed by several data tables describing dif-
ferent kinds of observations. The fusion of these data in order to get new knowl-
edge requires to use symbolic data which are an extension of standard numerical or
categorical data in order to loose less information than means by using intervals,
distributions, sets of categories and the like. Symbolic Data Analysis (SDA) have
been studied in recent books as Billard and Diday (2006), Diday and Noirhomme
(2008), and enables to build and analyze such data. SDA of complex data is il-
lustrated by the study of the degradation problems occurring on nuclear power
plant cooling towers. Different kinds of measures have been collected by the French
energy company EDF since the construction of each cooling tower. Several data
tables describe cracks, corrosions, subsidence taking care of the shape. The fusion
of these heterogeneous measures results in a symbolic data table containing in each
cell histograms and intervals. SDA has shown to be suitable in order to study data
on buildings degradation, performing the combination of the measures, discover-
ing the correlations between them, highlighting and analyzing different problems of
degradation, ordering and classifying the deteriorations of the towers.

Keywords: Symbolic data analysis, Complex data, Data visualization, In-
dustrial application
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Interactive graphics interfacing statistical
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Abstract. Graphics have been used in applied statistics for many decades, mostly
to visualize results and to present conclusions. In the last twenty years interaction
with graphical displays could be put into practice and made readily available for
almost everyone. As a consequence plots changed their character from formerly
being a final product to now being a temporary tool that can be modified and
adapted according to the situation by simple mouse clicks or keyboard commands.
Information overload that would prevent perception can be hidden at the first stage
and made available on demand by responding to interactive user queries. In the
applied fields, on the other hand, statistics is still done using the traditional mantra
”only look at your data after you have analysed it”. Hence, little work has been
published on the interface between data exploration and statistical modelling, Doing
statistical modelling without a proper graphical representation of data and model
is risky and problematic. Exploring the data graphically without the attempt to
model them properly, usually falls short and leaves the analyst with isolated insights
and anecdotes. The systematic approach of modelling combined with the flexible
use of exploratory graphics combines the strengths of both fields and constitutes
a powerful research tool. This paper will illustrate this by providing an eclectic
tour through the modelling process and illustrating the potential applications of
exploratory graphics in the various steps. We will focus on three main stages of
modelling: visualization prior to the modelling to check data quality and model
adequacy, during the modelling process to check for model assumptions and model
quality and after the modelling process to enhance interpretation of the modelling
parameters as well as comparing between competing models.

Keywords: data and model exploration, interactive statistical graphics, lin-
ear models, model quality
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Abstract. The increasing unemployment rates of young graduates recently ob-
served in many European countries revives interest in studying the transition from
university to work. An important aspect of this phenomenon is verifying if the de-
gree of education acquired from university is adequate to the needs of the labour
market (Biggeri et al. (2001)). This study deals with having a job about one year
after graduation and it analyses the external effectiveness considering: 1) the study
of the influence of the individuals’ factors that affect their probabilities to get job;
2) the effects of the differences among economics and social territories (Barbieri et
al. (2008)) in the probability to get a job and in the choices of people in searching
for a job; 3) the evaluation of the differences among course programs of universities
with respect to the probability to get a job. The use of context characteristics im-
prove results in the analysis of ranking of institutions but there is a need to improve
this measure including characteristics of institutions. In our study, the data have
a hierarchical structure with two levels, represented by graduates (level-one units)
and by groups of course programs combined with universities (group/university:
level-two units). The observed response yij is a binary indicator which is equal to 1
if the graduate is employed at the date of the interview. The analysis is performed
via a two-level logistic model (Goldstein (1995)) on a dataset coming from a survey
on job opportunities of the Italian graduates in 2004, conducted by Istat in 2007
(Istat (2007)).
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Abstract. We propose a new multivariate order based on a concept that we will
call ”extremality”. Given a unit vector, the extremality allows to measure the
”farness” of a point in <n with respect to a data cloud or to a distribution in
the vector direction u. We establish the most relevant properties of this measure
and provide the theoretical basis for its nonparametric estimation. We propose a
multivariate Value at Risk (VaR) with level sets constructed through extremality.
Specifically, if u = 1√

2
[±1,±1]′, our VaR coincides with the VaR defined in Tibiletti

(2001). Besides, if u = −1√
n
[1, . . . , 1]′ or if u = 1√

n
[1, . . . , 1]′, the oriented VaR

proposed in this work, coincides respectively with the multivariate lower orthant
VaR or the multivariate upper orthant VaR that were discussed in Embrechts and
Pucceti (2006). However, fixing other directions, more conservative VaR can be
obtained.

Keywords: extremality, value at risk, multivariate order.
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Abstract. In many statistical applications today one is confronted with regression
models where the number of independent factors is larger than the number of
observations on which statistical analysis is based. Bogdan et al. (2004) have pointed
out in the context of QTL mapping that in this situation classical model selection
criteria like AIC or even BIC tend to select too large models. Thus a modification
of BIC (mBIC) taking into account the potential number of models of a certain size
was introduced. The original version of mBIC corresponds to controlling family
wise error in multiple testing, whereas modifications in the spirit of Abramovich et
al. (2006) correspond to controlling FDR.

Recently Bogdan et al. (2010) have analysed asymptotic optimality under spar-
sity for multiple testing rules using the framework of Bayesian Decision Theory.
Here we will present similar results concerning asymptotic optimality properties
of different versions of mBIC for the choice of multiple regression models under
sparsity. These procedures are then applied to analyse data from genome wide as-
sociation studies. Comparison with multiple testing procedures shows that power
can be increased, although intelligent search strategies for models need to be de-
veloped.

Keywords: model selection, asymptotic optimality, sparsity, genome wide
association studies
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Abstract. Some spatial models of psychometrics such as MDS or Factor Analysis
are known to be “under-identified,” which means that infinite number of solutions
give the same likelihood in these models. This is attributed to the fact that orthog-
onal transformations of configuration matrix do not alter the likelihood. Therefore,
when applying Markov chain Monte Carlo (MCMC) estimation to these models,
the indeterminacy problem must be addressed.

In former studies, there have been three major approaches to deal with this
problem: (1) introduction of additional parameter constraints, (2) use of strong
informative priors on the configuration matrix, and (3) post-processing (Park et al.
(2008)). Post-processing approach is more flexible than the others because it does
not require a priori information on the configuration matrix.

In this study, we propose a new post-processing method that iteratively maxi-
mizes the congruence between each of the MCMC output and the average config-
uration matrix. That is, each of the configuration matrix is post-processed by the
generalized Procrustes rotation (Schönemann and Carroll,1970) toward the average
configuration matrix.

A numerical experiment showed that the proposed method performed better
than previously proposed methods, both in terms of the means and of the variances
of the mean squared errors (MSE). The applicability of the proposed method to
other multivariate analysis is discussed.

Keywords: Markov chain Monte Carlo, post-processing, generalized Pro-
crustes rotation
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Abstract.  I propose an algorithm for minimizing f = f(H) = ||Y − H||2 over an n 
× p matrix H subject to its condition number CN(H) not exceeding prescribed 
positive constant u with Y (n × p) fixed and p ≤ n. This rank preserving problem 
has not been found in the existing literature of matrix computation (e.g., Golub & 
van Loan, 1996). In the proposed algorithm, H is reparameterized using its 
singular value decomposition (SVD) as H = aKΛL′, with a ≠ 0, K′K = L′L the p 
× p identity matrix, and Λ the diagonal matrix whose lth diagonal element is λl > 
0. Then, the above problem is reformulated as minimizing f = ||Y − aKΛL′||2 = 
||Y||2 − 2atrK′Y LΛ +a2trΛ2 over a, Λ, K, and L subject to 1 ≤ λl ≤ u. 

We can thus find the solution by the iteration of minimizing f over each of a, 
Λ, K, and L with the other parameters kept fixed. It is attained with the following 
four update formulas: [1] a = trK′YLΛ/trΛ2; [2] λl = d1l /(ad2l) if 1 ≤ d1l /(ad2l) ≤ u, 
and otherwise λl = )(minarg ,1 llul λθλ = for l = 1, … , p. [3] K = PQ′; [4] L = 
UV′. Here, θl(λl) = a2dlλl

2 − 2aλl with dl the lth diagonal element of K′Y L, and P, 
Q, U, and V are obtained the SVDs aYLΛ = P∆Q′ and aY′KΛ= UΩV′ with ∆ 
and Ω diagonal matrices.  

For assessing the algorithm, I consider reverse component analysis (RCA) 
viewed as a reverse PCA problem in which f = ||HLOW′− H||2 is minimized over H 
subject to CN(H) ≤ u, where HLOW is the lower-rank approximation of HTRUE. A 
numerical experiment showed the good recovery of HTRUE by H.  

The proposed algorithm can be applied to the generalized oblique Procrustes 
problem. This is formulated as minimizing h(T, H) = Σk||AkTk′

−1 − H||2 = g(T) + 
Kf(H) over H and T = [T1′

−1, … , TK′−1]′ subject to the diagonal elements of Tk′Tk 
being ones, where g(T) = Σk||AkTk′

−1 − Κ−1AT||2 and f(H) = ||Κ−1AT − Η||2 with A 
= [A1, … , AK]. But, the solution for the problem is known to degenerate with 
AkTk′

−1 and H of rank one. For avoiding the degeneration, we can iterate the 
minimization of g(T) over T with the existing procedure and that of f(H) over H 
subject to CN(H) ≤ u with the propose algorithm. 

 
  

Keywords: Constrained least squares, Condition number, Singular value 
decomposition, Reverse component analysis, Oblique Procrustes rotation 
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Abstract. Generalized association plots (GAP) introduced by Chen (2002) and
Wu et al. (2010) is an environment for general purposes matrix visualization (MV,
Chen et al. (2004)). In this study a comprehensive matrix visualization procedure
for analyzing multivariate analysis of variance (MANOVA) models is proposed as
an extension of GAP.

Existing matrix visualization methods are not suitable for clustering and vi-
sualizing data and information structure with a MANOVA setting because they
regard individual samples as the base analysis unit without taking into consider-
ations the model effects. In order to have a comprehensive visualization on data
and information structure for MANOVA modeling, it is necessary to simultaneously
explore related information structures at the model and the residual levels. In our
proposed method, we visualize not only the decomposition of covariance matrix into
model and residual components but also decomposition of the data matrix. We fur-
ther convert statistical testing results (p-values from MANOVA and ANOVA for
individual variables) into MV format for obtaining a more powerful and complete
visualization for understanding MANOVA modeling at both the descriptive and in-
ference aspects. With a covariate adjusted MV adopted before the MANOVA MV
procedure this method can be extended to visualization of MANCOVA modeling.

Keywords: generalized association plots(GAP), matrix visualization, MANOVA,
p-value
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Abstract. Often, data are collected consisting of different blocks that all contain
information about the same entities (e.g., items, persons, situations). A major chal-
lenge is to reveal the mechanisms underlying each of those coupled data blocks and
to disentangle in this regard common mechanisms underlying all data blocks and
distinctive mechanisms underlying a single data block or a few blocks only. An
interesting class of methods for such an approach is the family of simultaneous
component methods. These methods yield components that maximally account for
the variance in all data blocks. Unfortunately, however, they usually contain a mix
of common and distinctive information. Recently, DISCO-SCA has been proposed
as a method to tackle this problem by orthogonally rotating a simultaneous compo-
nent solution towards a target matrix with a clear common and distinctive structure
(Schouteden et al. (2010)). Yet, in quite a few cases, to improve the interpretability
of the components, it may be needed to impose the target structure on the compo-
nent solution to a stronger degree, while maintaining the orthogonality restriction.
For this purpose, we developed a novel method, starting from the framework of
grey component analysis as proposed by Westerhuis et al. (2007). After describing
this method, we will illustrate it with data stemming from systems biology.
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Abstract. Numerous research questions in educational sciences and psychology
concern the structure of a set of variables. To study the structure of a set of vari-
ables, one typically relies on scores from a group of persons on those variables. One
may, however, wonder whether the same structure would have been retrieved if an-
other group of persons had been studied. To trace such structural differences, one
will have to gather data from different groups. Formally, the resulting data then
constitute multivariate multiblock data, with persons being nested in groups. Obvi-
ously, the crucial question is how such data have to be analyzed to find out whether
and in what way the structure of the variables differs across the groups of persons.
A number of principal component analysis techniques exist to study such struc-
tural differences, for instance, simultaneous component analysis (SCA). However,
these techniques suffer from some important limitations. Therefore, in this presen-
tation, we propose a novel generic modeling strategy, called Clusterwise SCA-P,
which solves these limitations and which encompasses several existing techniques
as special cases. Clusterwise SCA-P generalizes the earlier proposed Clusterwise
SCA-ECP model (De Roover et al., 2010). Like Clusterwise SCA-ECP, Clusterwise
SCA-P partitions the groups into a number of clusters and specifies a simultaneous
component model for each cluster. Unlike Clusterwise SCA-ECP, Clusterwise SCA-
P allows for between group differences in the variances and the correlations of the
cluster specific components. As such, the Clusterwise SCA-P model offers a more
detailed insight into group differences. An algorithm for fitting Clusterwise SCA-P
solutions is presented and its performance is evaluated by means of a simulation
study. The value of the model for empirical research is illustrated with data from
psychiatric diagnosis research.

Keywords: multiblock data, multivariate data, principal component analy-
sis, simultaneous component analysis, clustering
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Abstract. Recently, Timmerman (2006) proposed a class of multilevel component
models for the analysis of two-level multivariate data. These models consist of
a separate component model for each level in the data. Specifically, the between
differences are captured by a between component model and the within differences
by a within component model. Within the class of multilevel component models
a number of variants can be distinguished. These variants differ with respect to
the within component model only, in that different sets of restrictions are imposed
on the within component loadings and on the variances and correlations of the
within component scores. The following question then may be raised: given a specific
two-level data set, which of the multilevel component model variants should be
selected, and with how many between and within components? We address this
question by proposing a model selection procedure that builds on the numerical
convex hull based heuristic of Ceulemans and Kiers (2006, 2009). The results of an
extensive simulation study show that the proposed hull heuristic succeeds very well
in assessing the number of between and within components. Tracing the underlying
multilevel component model variant is more difficult: Whereas differences in within
loading matrices and differences in variances are very easy to detect, the precise
correlational structure of the within components is much harder to capture.

Keywords: model selection, multilevel component analysis
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Abstract. When two competitive treatments, A and B, are available, some sub-
group of patients may display a better outcome with treatment A than with B,
whereas for another subgroup the reverse may be true. If this is the case, a disordi-
nal (i.e., a qualitative) treatment-subgroup interaction is present. Such interactions
imply that some subgroups of patients should be treated differently, and are there-
fore most relevant for clinical practice. In case of data from randomized clinical trials
with many patient characteristics that could interact with treatment in a complex
way, a suitable statistical approach to detect disordinal treatment-subgroup inter-
actions is not yet available. In this presentation, we introduce a new method for this
purpose, called Treatment INteraction Trees (TINT). TINT results in a binary tree
that subdivides the patients into terminal nodes on the basis of patient characteris-
tics; these nodes are further assigned to one of three classes: a first one for which A
is better than B, a second one for which B is better than A, and an optional third
one for which type of treatment makes no difference. The method will be compared
to STIMA (Dusseldorp, Conversano, and Van Os (in press)). Results of a pilot test
of TINT on artificial data will be shown, as well as results of an application to real
data from the Breast Cancer Recovery Project (Scheier et al. (2007)).

Keywords: Treatment-subgroup interaction, Recursive partitioning, Disor-
dinal interaction, Subgroup analysis, Moderator
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Abstract. In this paper, we set out a hybrid data analysis method based on the
combination of wavelet techniques and Principal Components Regression (PCR).
Our purpose is to study the dynamics of the stock returns within the French Stock
Market. Wavelet-based thresholding techniques are applied to the stock price series
in order to obtain a set of explanatory variables that are practically noise-free.
The PCR is then carried out on the new set of regressors. The empirical results
show that the suggested method allows extraction and interpretation of the factors
that influence the stock price changes. Moreover, the Wavelet-PCR improves the
explanatory power of the regression model as well as its forecasting quality.

Keywords: Wavelets, Thresholding, PCR, PCA, French stock exchange, Re-
turns.
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Abstract. We introduce a fuzzy clustering approach for time series based on cep-
stral coefficients. The cepstrum of a time series is the spectrum of the logarithm
of the spectrum. Kalpakis et al. (2001) used cepstral coefficients to cluster time
series that were first fitted with autoregressive models. Savvides et al. (2008) used
cepstral coefficients which were estimated from a semiparmetric model to cluster
biological time series. Boets et al. (2005) proposed a clustering process based on a
cepstral distance between stochastic models. In all cases, hierarchical methods were
used, resulting in crisp clusters. In employing fuzzy clustering, we are ensuring that
useful information about cluster membership of time series of a changing nature is
not lost, which would otherwise be the case if only crisp clustering was used. In our
simulation studies we show that the fuzzy clustering based on the cepstral coeffi-
cients generally performs better than that based on the normalized periodogram,
and on the logarithm of the normalized periodogram. We also compare the perfor-
mances of the cepstral-based fuzzy clustering with the autocorrelation-based fuzzy
clustering proposed by D’Urso and Maharaj (2009). We apply this approach to
classify time series of annual changes in CO2 emissions of a number of countries.

Keywords: Cepstral coefficients, Normalized periodogram, Log normalized
periodogram, Fuzzy clustering
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Abstract. In this paper we consider the problem of filling in missing data in
time series. Two methods based on Singular Spectrum Analysis (Golyandina et al.
(2001)), shortly SSA, are studied. These methods are applied to the series of the
form fn = sn + εn, n = 0, . . . , N − 1, where εn is noise, sn is a signal that satisfies
the relation si+d =

∑d
k=1 aksi+d−k, 0 ≤ i ≤ N−d−1. The minimum possible value

of d is called the rank of the signal.
The approach to missing data imputation suggested in Golyandina and Osipov

(2007) uses estimation of the signal subspace, in particular, of the coefficients ak,
n = 1, . . . , d. Beckers and Rixen (2003) propose the ideas for the iteration method
of filling in with imputation of missing data by zeroes at the first iteration of the
algorithm. In this paper we compare the above methods of filling in. The problems
of applicability, time consumption and accuracy of imputation are considered.

In both algorithms it is assumed that the rank of the signal is known in ad-
vance. Many methods have been proposed for estimating the rank of signals with no
missing data. Presence of missing data complicates the problem. We study different
methods of the rank estimation in presence of missing data. Most attention is paid
to the approach described in Beckers and Rixen (2003). In that approach the rank
is estimated by the use of a test set consisting of artificial missing data. In this
paper we consider the problem of choosing the proper test set and then compare
the performance of the constructed method with other rank-detection methods.

Keywords: time series, missing data, Singular Spectrum Analysis
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Abstract. In many fields, like intensive care online-monitoring, industrial process
control, or financial markets, observations are made at a high sampling rate, typi-
cally leading to time series which are corrupted by outliers and noise. In this context,
estimating the underlying noise- and outlier-free signal online, i.e. for every new
incoming observation, is a challenging task. Since these time series typically ex-
hibit enduring trends, estimating the signal by robust linear regression in a moving
time window is more appropriate than using location-based methods like a running
median (Davies et al. (2004)). The central or alternatively right-end level of the
regression line can be used as a signal estimation.

Having a fixed window width n which is suitable at all time points is impossible
because of trend changes and level shifts or other aspects of non-stationarity. In
periods without structural data changes, a large n is requested in order to get
smooth signal estimation time series; when a structural change like a level shift
occurs, n should be small so that the data change is traced well.

We propose techniques for a data-driven window width adaption which follow
the ideas by Borowski et al. (2009) and Schettlinger et al. (2010): As long as the
data structure remains unchanged, the window width gradually grows with each
incoming observation; but when a structural change occurs, it is set to a predeter-
mined minimum value.

A good window width adaption technique must detect data changes reliably but
also be ’stable’ in periods without changes. The introduced techniques are compared
with respect to these requirements.

Keywords: online signal estimation, robust regression, window width adap-
tion, monitoring time series
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Abstract. This paper (Croux et al. (2010)) presents a flexible and robust fore-
casting technique for non-stationary (typically heteroscedastic) time series. In real
data sets, there is a simultaneous need for flexibility, robustness against outliers and
ability of coping with heteroscedasticity in the time series. First, flexible modelling
is typically suitable for time series for which the signal does not lie in a prespecified
family of parametric functions. Second, robustness should certainly be involved to
prevent outliers in the data from having an adverse effect on the predictions. Fi-
nally, the ability to handle heteroscedastic time series is of major importance, since
the restriction of homoscedasticity is often too stringent in real data examples.

Most forecasting techniques in the literature lack at least one of the aforemen-
tioned properties. Local polynomial regression, for instance, is a flexible technique
that is not robust; neither can it cope with heteroscedasticity. Furthermore, the
local polynomial M-regression of Grillenzoni (2009) and the weighted repeated me-
dian of Fried et al. (2007) are robust and flexible, though they do not take into
account a possible change of the variance over time.

A simulation study has shown that, in the presence outliers and heteroscedas-
ticity, our proposed method outperforms benchmark methods such as Local Poly-
nomial regression, Weighted Repeated Median forecasting and local M-estimation,
while it still achieves comparable performance results in an uncontaminated setting.

Since the estimation procedure involves a local scale of the one-step-ahead fore-
cast errors, one could use this scale estimate for the construction of local prediction
intervals. A drawback of these scale estimates is that they suffer from a finite sample
bias. This problem may be an interesting topic for future research.

Keywords: Flexibility, Forecasting, Local MM-regression, Non-stationarity,

Robustness
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with singularity
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Abstract. The close relationship between the smoothness properties of a function
and the best rate of its linear approximation is one of the basic ideas of conven-
tional (deterministic) approximation theory. We study similar properties for ran-
dom signals (processes). In particular, we consider Hermite spline approximation
of a continuous (in quadratic mean, q.m.) random process X(t), t ∈ [0, 1], based on
n observations. The performance of the approximation is measured by mean errors
(integrated or maximal q.m. errors). Let l-th q.m. derivative of X satisfy a Hölder
condition with exponent 0 < α < 1, say, X ∈ Cl,α([0, 1]), and have a continuous
q.m. m-derivative, m > l, for all points t > 0. It is known that the approximation
rate nl+α is optimal for linear approximation methods in a certain sense for the
Hölder class Cl,α([0, 1]) (Buslaev and Seleznjev (1999), Seleznjev (2000)). But for
such smooth process with singularity at one point (or a finite number of points)
and a certain local stationarity property, we investigate the sequence of quasi regu-
lar designs (observation locations) and find the sequence of sampling designs with
approximation rate at least nm and asymptotically optimal properties as n → ∞,
e.g., for integrated q.m. norm. These results can be used in various problems in nu-
merical analysis of random functions, for archiving telecommunication, multimedia,
environmental data in databases, and in simulation studies.

Keywords: Approximation, Random process, Hermite spline
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exponentially distributed process by using
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Abstract. Several quality control tools such as control charts have been designed
or adapted for the task of supervising time between events (e.g., time between
failures, in a reliability context), as in Xie et al. (2002). One of the most recent pro-
posals consists of applying Optimal Pre-control (OPC) to monitoring exponentially
distributed observations (San Mat́ıas and Giner-Bosch (2008)). OPC (San Mat́ıas
and Giner-Bosch (2010)) is an extension of the classical quality technique known as
Pre-control, in which some parameters associated to this technique are determined
by means of optimization methods.

OPC provides a simple and effective way to detect changes in the event oc-
currence rate that does not require continuously monitoring the process, but only
checking for events having occurred at or before the instants determined by the
OPC plan. One limitation of this approach is the assumption of a kind of symme-
try of chart limits (here, Pre-control time instants) in terms of probability. In our
present contribution we further develop the theoretical OPC model for the exponen-
tial case and eliminate some assumptions about the way Pre-control time instants
are distributed. This leads to more flexible models that are able to meet a wider
range of user specifications. We illustrate our proposal by means of some numerical
examples and discuss its usefulness in reliability and maintenance applications.

Keywords: Pre-control, Time between events, Reliability
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Abstract. We are considering a cadlag Markov process on a finite time interval
that takes values in the real numbers. We are interested in the event that the process
hits a threshold. More precisely, we want to find the threshold that results in a given
low hitting probability. The particular example we have in mind is cumulative sum
(CUSUM) control charts in discrete or continuous time. For those we want to choose
the threshold to yield a fixed low false alarm probability.

Low desired false alarm probabilities will result in hitting the threshold be-
coming a rare event, making direct Monte Carlo simulation unreliable. We present
an adaptive multilevel splitting algorithm to overcome this problem. We will show
that, under certain regularity conditions, the suggested method is consistent. We
will present simulation results.

Keywords: multilevel splitting, rare event simulation, CUSUM charts
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Abstract. Exact confidence intervals for the parameters of discrete distributions
are often constructed by inverting equal-tailed tests (the Clopper-Pearson inter-
val for a binomial proportion being an example), but several less conservative
alternatives have been proposed since the 1950’s. Among these, the intervals by
Blaker (2000) have attracted much attention due to desirable properties (e.g. monotonic-
ity w.r.t. confidence level) and (at least in the binomial case) easy calculation.

The Blaker’s 1−α confidence interval is the convex hull of set C = {p; f(p) ≥ α}
where f is the so-called confidence function (defined in Blaker (2000)). Set C may
be an interval but frequently it is a union of disjoint intervals.

Beyond the theory, the paper by Blaker (2000) includes a simple program in R
(later corrected in Blaker (2001)) for confidence limits calculation in the binomial
case. The search for the lower (upper) confidence bound starts in the lower (upper)
Clopper-Pearson confidence limit an proceeds up (down) with a constant step as
long as the confidence function values keep below α. Less known than the algorithm
itself are, perhaps, its drawbacks: It is prone, when C is discontinuous, to skipping
short segments and finding an incorrect solution (which results in coverage below
1−α). The risk of such failures may be reduced (though not eliminated) by setting
the step very short. This, however, leads to a drastic slow-down of the calculations.

In the present work, a new algorithm, free of the drawbacks of the original
Blaker’s algorithm, is proposed. It is based on several lemmas on the confidence
function properties. These allow for determining effectively such interval I that the
(lower or upper) Blaker’s confidence bound being searched either coincides with one
of the limits of I, or can be safely searched for in the interior of I by interval halving
(or similar standard procedures). The algorithm finds the correct confidence limits
reliably and remains fast even when a high accuracy is required.
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Asymptotics and Bootstrapping
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Abstract. An errors-in-variables (EIV) regression model with dependent errors
is considered and a total least squares (TLS, see Golub and Van Loan (1980)) esti-
mate is constructed. Its consistency and asymptotic normality for weak dependent
observations (α- and φ-mixing, Bradley (2005)) are proved. TLS estimate is highly
nonlinear and, moreover, the asymptotic variance depends on unknown quantities,
which cannot be estimated. Because of this, many statistical procedures for con-
structing confidence intervals and testing hypotheses cannot be applied. One pos-
sible solution to this dilemma is bootstrapping. Justification for use of the moving
block bootstrap (MBB, Lahiri (2003)) technique is given. The results are illustrated
through a simulation study. An application of this approach to real data is pre-
sented.

Keywords: errors-in-variables, dependent errors, mixing, bootstrap
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Abstract. This paper is intended to report a power comparison of the newly de-
veloped omnibus test statistic for normality described in Nakagawa et al. (2008). It
is such an improvement of Jarque–Bera (1987) test statistic that its cumulants hold
the Cornish–Fisher assumption in normal sampling. A normalizing transformation
based on the Wilson–Hilferty transformation is also given.

In this paper, three competitors are considered: the original test of Jarque–
Bera (1987), the extension test of Urzúa (1996), and the test of Shapiro–Wilk
(1965). According to the numerical examples in Thadewald and Buning (2007), the
power comparison is conducted via Monte Carlo simulation under alternatives are
contaminated normal distributions with varying mean and variance parameters and
different proportions of contamination.

We show that the power of the improved Jarque–Bera test is slightly superior
to that of the original Jarque–Bera for symmetric distributions with medium up to
long tails.

Keywords: contaminated normal, Jarque–Bera test, Monte Carlo simulation
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Abstract. Basket options are over-the-counter derivatives. There are various types
of such products traded on the market either separately or as a part of more so-
phisticated structures. The buyers of such derivatives benefit from the portfolio
effect that makes possible to buy volatility cheaper in comparison with single stock
options. However to price and hedge such derivatives one needs to account for corre-
lation structure of a basket. One of the ways, usually used in practice, is to estimate
correlation from historical data of stock prices. However, intuitively, for derivatives
pricing the forward-looking implied values would be of more use.

In this paper we are concerned about modeling implied correlations. This is a
challenging task both in terms of computational burden and estimation error. First
it cannot be observed directly and must be recovered from option prices. Second,
since it is obtained from implied volatilities, it is is not constant over maturities and
strikes. We also expect this object to change over time. To analyze structure and
dynamics of implied correlation surfaces we consider the dynamic semiparametric
factor model (DSFM), which assumes nonparametric loading functions and low-
dimensional time series of factors. Factors and factor loadings are estimated by
semiparametric methods. In such way we study the dynamics of the system in its
low-dimensional representation. We make the inference of the whole system based
on low-dimensional time series analysis.

The empirical analysis is made on the dynamics of implied correlation structure
of the 30 DAX stocks.

Keywords: implied correlation, basket options, dynamic semiparametric mod-
els
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Indefinite Kernel Discriminant Analysis
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Abstract. Kernel methods for data analysis are frequently considered to be re-
stricted to positive definite kernels. In practice, however, indefinite kernels arise
e.g. from problem-specific kernel construction or optimized similarity measures. We,
therefore, present formal extensions of some kernel discriminant analysis methods
which can be used with indefinite kernels. In particular these are the multi-class ker-
nel Fisher discriminant and the kernel Mahalanobis distance. The approaches are
empirically evaluated in classification scenarios on indefinite multi-class datasets.

Keywords: kernel methods, indefinite kernels, Mahalanobis distance, Fisher
Discriminant Analysis
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Data Dependent Priors in PAC-Bayes Bounds
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Abstract. One of the central aims of Statistical Learning Theory is the bounding
of the test set performance of classifiers trained with i.i.d. data. For Support Vector
Machines the tightest technique for assessing this so-called generalisation error is
known as the PAC-Bayes theorem. The bound holds independently of the choice of
prior, but better priors lead to sharper bounds. The priors leading to the tightest
bounds to date are spherical Gaussian distributions whose means are determined
from a separate subset of data. This paper gives another turn of the screw by
introducing a further data dependence on the shape of the prior: the separate data
set determines a direction along which the covariance matrix of the prior is stretched
in order to sharpen the bound. In addition, we present a classification algorithm
that aims at minimizing the bound as a design criterion and whose generalisation
can be easily analysed in terms of the new bound.

The experimental work includes a set of classification tasks preceded by a
bound-driven model selection. These experiments illustrate how the new bound act-
ing on the new classifier can be much tighter than the original PAC-Bayes Bound
applied to an SVM, and lead to more accurate classifiers.

Keywords: PAC Bayes Bound, Support Vector Machines, generalization pre-
diction, model selection
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Czech Republic; jaromir.antoch@mff.cuni.cz

2 University Bordeaux 1, Bordeaux, France
3 Thales Avionics, Le Haillan, France

Abstract. The behavior of components of complex systems and their interactions
such as sequence- and functional-dependent failures, spares and dynamic redun-
dancy management, and priority of failure events cannot be always adequately
captured by traditional statistical approaches when trying to estimate reliability of
large complex systems.

Among approaches suggested for coping with this type of problems an important
role is played by fault trees, Petri nets, scan statistics and decision trees. Basically,
most of the algorithms consist in looking on the data through a (sliding) window.
However, in the general case counting arguments do not suffice because one has to
consider individually each component, and this can easily result in a combinatorial
explosion. Therefore, most of the methods were designed for computing lower and
upper bounds of reliability rather than for computing exact values. Moreover, most
of the methods assume that all components have the same reliability, being not the
case of complex systems.

In the lecture we will focus especially on the k-out-of-n modeling. More pre-
cisely, we will concentrate on three approaches. Firstly, on dynamic modification
of classical fault trees, which extend traditional approach by defining additional
“dynamic gates” enabling to model complex interactions. Because state space be-
comes almost immediately too large for calculation with Markov models when the
number of gate inputs increases, Monte Carlo simulation-based approach call to
be used. Secondly, in the area of scan statistics, which can be applied here as well,
most of the authors concentrated either on asymptotical or combinatorial approach.
Conversely, we will show how Monte Carlo methods with suitably chosen Markov
chain can be not only comparable but can increase the accuracy of results. Finally,
we will compare Monte Carlo with combinatorial methods when solving k-out-of-n
models and demonstrate their applicability and competitivity.

Respective approaches will be illustrated on two examples, i.e., a system with
non-repairable components, and simplified scheme of a complex repairable system
having both tested and maintained spares. The results obtained through the Monte
Carlo will be compared with those obtained using the analytical approach. In addi-
tion, resulting estimates of reliability, failure and repair time distributions will be
considered.

Keywords: Monte Carlo, k-out-of-n model, scan statistics, decision trees,
fault tree analysis, Petri nets.
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Abstract. Estimating the unknown parameters of a reliability mixture model may
be a more or less intricate problem, especially if durations are censored. We present
several iterative methods based on Monte Carlo simulation that allow to fit para-
metric or semiparametric mixture models provided they are identifiable. We show
for example that the well-known data augmentation algorithm may be used suc-
cessfully to fit semiparametric mixture models under right censoring. Our methods
are illustrated by a reliability example.

Keywords: reliability, mixture models, stochastic EM algorithm, censored
data
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Computational and Monte-Carlo Aspects of
Systems for Monitoring Reliability Data

Emmanuel Yashchin1

IBM, Thomas J. Watson Research Ctr., Box 218,
Yorktown Heights, NY 10598, USA, yashchi@us.ibm.com

Abstract. Monitoring plays a key role in today’s business environment, as large
volumes of data are collected and processed on a regular basis. Ability to detect
onset of new data regimes and patterns quickly is considered an important compet-
itive advantage. Of special importance is the area of monitoring product reliability,
where timely detection of unfavorable trends typically offers considerable opportu-
nities of cost avoidance. We will discuss detection systems for reliability issues built
by combining Monte-Carlo techniques with modern statistical methods rooted in
the theory of Sequential Analysis, Change-point theory and Likelihood Ratio tests.
We will illustrate applications of these methods in computer industry.

Keywords: SPC, lifetime data, wearout, warranty
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Computational Statistics Solutions for
Molecular Biomedical Research: A Challenge

and Chance for Both
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edler@dkfz.de, c.wunder@dkfz.de, w.werft@dkfz.de, benner@dkfz.de

Abstract. Computational statistics, supported by computing power and availabil-
ity of efficient methodology, techniques and algorithms on the statistical side and
by the perception on the need of valid data analysis and data interpretation on the
biomedical side, has invaded in a very short time many cutting edge research areas
of molecular biomedicine. Two salient cutting edge biomedical research questions
demonstrate the increasing role and decisive impact of computational statistics.
The role of well designed and well communicated simulation studies is emphasized
and computational statistics is put into the framework of the International Asso-
ciation of Statistical Computing (IASC) and special issues on Computational Sta-
tistics within Clinical Research launched by the journal Computational Statistics
and Data Analysis (CSDA).

Keywords: computational statistics, molecular biomedical research, simu-
lations, International Association of Statistical Computing, computational
statistics and data analysis
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Bašta, M., 203
Batmaz I., 92, 344
Beaujean F., 90, 249
Bee M., 130
Beh E., 187
Benaglia, T., 115
Benali, H., 57
Benammou S., 140, 398
Benammou, S., 83, 148
Benassi F., 175
Benner A., 40, 309
Benner, A., 417
Bernarding J., 136
Bernau, C., 51
Berro, A., 6
Berthon, J., 414
Bhoukhetala K., 330
Bianco A. M., 238
Biernacki, C., 74
Bilge, U., 313, 323



420 Index

Billard L., 182
Billard, L., 382
Billick, E., 332
B́ına, V., 366
Bini M., 388
Bini, M., 29
Blanchard G., 44
Blum, M.G.B., 357
Blmker D., 256
Boente G., 238
Bogdan, M., 390
Bolla, M., 19
Bologna, S., 204
Bomze I., 132
Bordes, L., 415
Borowski M., 401
Borrotti, M., 319
Bottou, L., 269
Bougeard S., 182
Bougeard, S., 17
Boulesteix A.-L., 43
Boulesteix, A.-L., 51
Bouveyron, C., 373
Bouzas, P.R., 68, 288
Braga A. C., 95
Branco J., 345
Bravo, M.C., 195
Brechmann, E.C., 149
Brito P., 177
Broccoli, S., 106
Brossat, X., 67
Bruzzese, D., 61
Bry X., 186
Bry, X., 31
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Jácome M. A., 244, 305
Jacques, J., 74
Jaeger J., 188
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Rodŕıguez, A.F., 263
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