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Abstract: Depth image-based rendering (DIBR) technology is an approach to creating a virtual
3D image from one single 2D image. A desired view can be synthesised at the receiver side using
depth images to make transmission and storage efficient. While this technique has many
advantages. one of the key challenges is how to fill the holes caused by disoeclusion regions and
wrong depth values in the warped left/right images. A common means to alleviate the sizes and
the number of holes is to smooth the depth image. But smoothing results in geometric distortions
and degrades the depth image quality. This study proposes a tole-filling method based on the
oriented texture direction. Parallax correction is first implemented to mitigate the wrong depth
values. Texture directional information is then probed in the background pixels where holes take
place after warping. Next, in the warped image. holes are filled according to their directions,
Experimental results showed that this algorithm preserves the depth information and greatly
reduces the amount of geometric distortion,
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1 Introduction ntust be synthesised by at least two (left and right eye)
images or multi-images which makes transmission and
storage very inefficient for a real-time video system.
Consequently, the European Information Society
Technologies (European IST) started the Advanced
Three-dimensional Television at the System Technologies
(ATTEST) project (Redert et al.. 2002). They proposed a
depth image-based rendering (DIBR) technology in which
the muitiple images for 3D image synthesis can be
generated from a single 2D image and the corresponding
depth image (Fehn, 2004).

The DIBR scheme is based on preprocessing of the
depth image which includes the following procedure: First,
every pixel in the original colour image uses a
corresponding depth map to calculate the new location in

Three-dimensional images have gained popularity recently.
Many movies nowadays are recorded and presented in
stereoscopic 3D format. They bring a more life-like and
visually immersive experience. People are no longer
satisfied by the current 2D images or video contents and
would like to pursue more visual effects through 3D images
or videos.

A typical 3DTV system is composed of six main
components: 3D image capturing and content, 3D content
image coding, transmission, decoding the received
sequences, generating virtual views, and displaying the
stereoscopic images on the screen (Redert et al., 2002; Flack
et al., 2003; Fehn et al, 2004). The stereoscopic images
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the virtual (left or right} images. Then, based on these
parallax values, pixels are shifted to the virtual image. This
procedure is called ‘image warping’. As a result, the DIBR
can not only reduce the transmission time and storage space
but also synthesise any 3D image as if they were captured
from several points of view.

However, DIBR technology has two serious problems in
the warping step (Curti et al., 2002). The first problem is the
occlusion problem. Occlusion occurs when two pixels are
shifted to the same pixel location in the virtual image. The
occlusion problem is resolved by choosing the pixel which
has the least distance from the viewer (Nguyen et al., 2009).
The other problem is the disocclusion problem. Owing to
sharp depth transition in the depth image, newly exposed
areas (so called ‘holes’) appear in the virtual image after
warping. There are two common approaches to remove the
disocclusion. One is to fill the disocclusion by using
neighbour colour information such as interpolation,
extrapolation (Vazquez et al, 2006), mirroring of
background colour, or image in painting (Cheng et al.,
2008). The other is to preprocess the depth image before
image warping such as with Gaussian smoothing (Tam
et al., 2004; Tam and Zhang 2004; Zhang and Tam, 2005).
Although these methods can reduce the disocclusion areas,
geometric distortion will appear in virtual images. This
study proposes a directional hole-filling method based on
the DIBR system for 3D views. The method also
preprocesses the depth image: however, it s
computationally efficient and effectively eliminates the
disocclusion areas with most of the original depth
information preserved.

The DIBR technology is introduced in Section 2 and the
proposed method is described in Section 3. Section 4
presents some experiment resuits and a conclusion is given
in Section 5.

2 Related work

As in the DIBR system, when the depth map and one
monocular image are received, two or more virtual images
are to be generated to reconstruct the 3D view. For the sake
of simplicity, we assume that the original image is an
intermediate image and the 3D image is a binocular one
with the virtual left and the virtual right image half shifted.
Also, the construction of the virtual right image is similar to
that of the virtual left image. Therefore, we only discuss the
construction of the virtual left image.

2.1 Parallax values

To display a 3D image on a dedicated screen, we have to
evaluate the parallax value and the relative number of pixels
to be shifted. Given one point P with the depth Z in the
world, P is projected onto the image plane with the formula
for 3D image warping described as follows:

Iy f 3 1 ftx ° f

X = X +—;—(—%—-J and X =XC—EL—7J, (1)

where x, is the coordinate of an intermediate image, x; and x,
are the new coordinates in the virtual left and right image
according to the depth value Z. f, represents the baseline
distance, usually equal to the interocular distance, and f is
the focal length of the camera. In general, ¢, and f are set to
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be constant. Therefore the disparity l J in (1) can also

be expressed in the unit of the pixel as:

_ depth _ va!ae}
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total _ parallax = M -(1
where M is the maximum parallax in the pixel, and
depth_value is the grey value in the depth map. As in
Figure 2(a), the depth map is a grey-valued image where
each grey value is associated with a depth value. A point
with a smaller (larger) grey value corresponds to a position
farther (nearer) from the viewer. When the parallax value of
(2) for each pixel is evaluated, the virtual left images can be
created shifting the input image pixels by a half of
(total parallax). For the sake of simplicity, let paraliax =
(total_parallax)/2, Several studies (Redert et al., 2002) have
suggested that the maximum parallax value should be within
5% of the width of a standard 4 x 3 image to have a
comfortable view. Since parallax value is determined by the
depth value and the width of the screen, we use parallax as
the parameter in our method.

2.2 Preprocessing of depth image

As mentioned, the problems of occlusion and disoccolusion
occur when pixels shifi. The latter causes some positions in
the virtual image to have no values. These ‘holes’ appear
between two objects with different parallax values as shown
in Figure |. Many studies have been dedicated to solving
the ‘holes’. Tam et al. (2004) proposed a symmetric
Gaussian smoothing filter to reduce the size and the number
of holes. Figure 2 shows symmetric smoothing results for
the sequence ‘Interview’. However, this method results in
geometric distortions in the virtual image, as shown in
Figures 2(e} to 2(f). To improve upon this drawback.
another study (Zhang and Tam, 2005) proposed an
asymmetric Gaussian smoothing filter in which the vertical
standard deviation (o) is larger than the horizontal standard
deviation (g,) as shown in Figure 3. We can notice that the
warped image has a good subjective quality, avoiding most
of the geometric distortion and eliminating or reducing the
holes. As suggested in their studies, the standard deviations
in the Gaussian filters are o, = o, = 30 (Tam et al., 2004)
and o, = 10, 0, = 90 (Zhang and Tam, 2005) for the
symmetric and asymmetric ones, respectively. The window
size is usually three times that of the standard deviation. The
computation cost is a concern since the smoothing is applied
on every point in the depth map. In addition, the depth
informatien is seriously degraded after smocthing. Some
other proposed edge dependent methods are described as
follows. In order to preserve the visual quality, these
methods modify the depth map only on the boundary of two
objects with different parallax values where holes would be
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present. Chen et al. (2005) proposed an edge dependent
depth-based symmetric smoothing filter, as shown in
Figure 4(a). Lee and Effendi (2011) proposed an
edge-oriented method using both smoothing filters as shown
in Figure 4(b). Their method first predicts locations of
holes. An asymmetric Gaussian filter is used if there is
enough vertical texture for a “hole” region, and a symmetric
Gaussian filter is used for the rest of the “hole” regions.

The disoccolusion schematic diagram (see online
version for colours)

Figure 1

N oici image

Virtual left image

‘Hole

= Foreground point

f . Background point i
(Have smaller parallax value)

(Have large parallax value)

Symmetric smoothing preprocessing. (a) and (b) are the
original depth map and image: (¢) symmetric smoothed
depth map: (d) virtual Teft view after 3D image
warping: (¢} and (f) geometric distortions shown in
enlarged segments from (d)

Figure 2

(a) (b
Figure 2 Symmetric smoothing preprocessing. (a) and (b) are the
original depth map and image: (c) symmetric smoothed
depth map: (d) virtual left view after 3D image
warping: (e) and (f} geometric distortions shown in
enlarged segments from (d) (continued)

(e) {f)
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Figure 3 Asymmetric smoothing preprocessing. (a) smoothed
depth map: (b) virtual left view, (c) and (d} are the
enlarged segments from (b) [as in Figure 3(e) and 3(D]
for comparison

(c) {d)

Figure 4 Smoothed segments of the “interview” depth map by
the method of (a} Chen et al. (2003), and (b) Lee and
Effendi (2011)

(a)

3 Proposed method

To improve upon the shortcomings of smoothing depth
map. we propose a direction hole-filling method. The
method includes five steps: parallax correction, hole region
detection, lexture detection, texture enhancemeni and
hole-filling. Figure 5 shows the diagram of the proposed
scheme. For two adjacent points, P, and P with P, is on the
left of P., we say P, is a background pixel and P, is a
foreground pixel (relatively) if P, has larger paratlax than
P does. In fact, there would be a hole between P, and P
after warping.

3.1 Parallax correction

A depth image obtained from a database usuvally has some
noise caused by absence of depth information as shown in
Figures 6(a) and 6(c). These noise points with wrong depth
value result in large parallax values and cause artefacts in a
warped image.
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Figure 5 Block diagram of the proposed scheme (see onling
version for colours)

Depth image Color image
Calculate Parallax &
Parallax Correction
Holeregion detection >  Texmredetection

|

Texture
Enhancement

3DImage Warping

l

Hole-Filling

Figure 6 The parallax correction, (a) and (c) are before, and
(b) and (d) are after (see online version for colours)

(b

© (@

Observing the parallax values of image points row-wise,
most of points are of the same value except those places
where there are boundaries between the background area
and foreground area. Based on this observation, we first
identify that those points may be noise, and correct the
parallax value by the homogeneity property if they indeed
are noises. The method is explained as follows. If P;is a
background point relative to its right neighbour with large
paraflax, examination of the parallax values of the four
immediate left neighbours will be executed. If P; is not a
noise, then its four immediate left neighbours should have
the similar parallax as Py’s. On the other hand, if this is not
the case, then correction of parallax should be done. To

make the correction, a mode operator on 3 x 5 filter is
applied to each of the four immediate left neighbours and P,
Figure 7 depicts the correction scheme. To view the effect
of parallax correction, we convert the modified parallax
value back to the depth value, as shown in Figure 6(b) and
Figure 6(d).

Figure 7 The parallax correction scheme {see online version
for colours)

Locate noise candidate
Background point Foreground point

Iy Parailox{Py - Pevailax(Py.g) > The & ParallaxiPp > Th;

Further examination for parallax homogeneity:
if’ min{|Pardllax(B.) — Parallax(B) ; = 1, [Parallaxd(By) - Puralld Py 1

do Parallax Correction by Mode operator on 3x5 filter from B, to 7,

BB B | B| PP B

|

BB

3x5 filter to do the
Mode operator

3.2 Hole region detection

The homogeneous area in the depth image would not cause
holes after 3D Image warping. In other words, the holes are
usually near sharp depth discontinuity areas like object
boundaries. For the virtual left view, holes occur on the
position where parallax values are in transition from large
to small. Thus, we can use formula (3) to predict the hole
pixel after 3D image warping and label this pixel as
Hole(x, y)= 1.

parallaxd(x+1, y)— parallax(x, y} > Th
(for the left virtual view)
pardliad(x, v)— paralladx -1, 3y > Th

Hole(x, y) =
olelx, ) (for the right virtual view)

(3)
0, otherwise

where the parallax(x, y) is the parallax value at position
{(x, y) which equals to (tolal parallax)/2 from the formula
(2)-

3.3 Texture detection

After hole region detection step, we need to detect the
texture feature and direction around of the hole neighbours
using edge information. The texture features are divided
into four directions: 0° (horizontal), 90° (vertical), 45°, and
135°. And they are determined by applying four directional
Sobel filters on the original image.

B
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Assuming P is located on (x, y) with Hole(x, y) =1, let k
be the strongest response direction (k € {0°, 90°, 45°, 135°})
determined of P by four directional Sobel operators. Due to
the digitalised effect on natural images, a vertical line may
have points located on its adjacent left or right) column.
Therefore, the vertical (90°) response of a point (x. y) is the
maximum of {{Sobelso(x — 1, 1), [Sobelog(x, v}, [Sobelolx +
I, ¥)|}. Similarly, the response on 45° texture is the
maximum of {[Sobelis(x — 1, v — D). |Sobelys(x. ).
ISobelys(x + 1, v + 1)|}. A similar argument applies for
determining texture in the directions of 0°, 135° as well.

After the strongest response k is determined, we
examine whether this texture is sufficient on P. Along the
direction &, » consecutive points are examined. Let O be
such a point to be examined. First, only background points
will be examined. This is done by

( parallax(Q)) < (parallax(P)—1). 4)
Table 1 The four pos/neg searching directions and
corresponding points to be examined (/ =1 ~ »)
0° 90° 43° 1330
Pos. direction —» f ~ N
Points A, B, - D,
Neg. direction < ¢ r'd AN
Points A, B QW D

h

Next, check whether O also has a strong texture response on
the direction k. 1f both conditions are satisfied, then label
Sei(Q) = 1. As in Lee and Effendi (20!1), if the sum of Se,
on these #7 points is large enough, then we record the texture
on the hole P as k. In particular. one texture may appear in
one of the two directions. For example, when & = 90°, the
vertical texture may occur upward of P or downward of P.
Thus, we examine n consecutive points in two passes for
both directions. Table | summarises which points to be
examined where A, and 4., .. represent two
examination directions (positive and negative) of 0°, and the
same to B;. Ci. D, for 90°, 45°, 135° textures, respectively.
Figure 8 describes the procedure of determining whether
a hole point P possesses a texture property. To be more
specific, we use texture(P) = k, (or k») to denote that a hole
point P has a texture on the positive (or negative} k

Figure 8 The texture search processing (Thy = 1)
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direction. Finally, assign fexture(P) = & if P cannot fulfil the
requirement. Formula (5) summarises the procedure.

kY Se(Q)>Th.
i=l

texture(P) = | ko ZSeg(Q_,)>Tk. (5)
i=}

J otherwise

where (k. 0,) € {(0°..4,). (90°, B,). (45°, C\). (135°, D)}.

3.4 Texture enhancement

After texture detection, the vertical texture will be
reinforced because human vision is more sensitive to
vertical texture. In the following texture enhancement
procedure. the comparison of textures is based on four
directions only, regardless of whether the textures are
positive or negative, For a given hole point P with
texture(P) = 90°, if 4 and B are two hole-points above and
below P, respectively, the following check up will be
executed:

Case 1 texture(Ad) = texture(B) £ 90°

Starting from B, if these five consecutive points below P are
hole-points, then their texture properties will be examined.
If they all have the same texture, then texture(P) is set to be
the same as fexture(d) for the homogeneity of the texture in
the neighbouring points.

Case 2 texture(d) # texture(B)

Starting from B, we look for downwards hole-points that
have gimilar texture to P’s (i.e.. lexture = 90°). If there are r
consecutive hole-points below P and ( is the farthest one
found that has the same texture as P’s, we change the
texture for every point between P and Q to be the same as
texture(P). According to our tests. check for 35 points
below P gives satisfactory results. Figure 9 shows the
texture enhancement scheme. We only check the points
downwards since the texture enhancement is done in
raster-scan order processing.

Repeat the following process twice. one for i = I to n and the other fori =~1 to -n

it k=0 then Qi = Al //horizontal direction
if k=90 then Qi = Bi Hvertical direction
if k=45 then Qi=Ci

if k=135 thenQi=Di

//diagonal towards northeastern (southwestern) direction
//diagonal towards southeastern (northwestern) direction
if Parallax(Q;) = (Parallax(P) — Thyy and [Sobeli{ Q)] > Th; then Se {0 = 1
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Figure 9 The texture enhancement scheme (see online version for colours)
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3.5 Hole filling

The virtual left image ” now can be created according to the
parallax value on each point. Let P° be the point on I’
corresponding to P of the original image [ and the
texture/parallax information of P° be inherited from P if
there is any. Holes are presented on those hole-points
detected before. As previously discussed, if P is a hole
point, then parallax(P) > purallax(Q) with Q is the right
neighbour of P. Then the width of the hole between points
P’ and O on the warped image /" is

W(P) = parallax(P}— parallax((). (6)

Assume W(P) = w and these points are H,, ..., I, located
between P’ and °. The contents of point Hi are absent
since they are newly exposed. However, they can be
regarded as an extension of the background point P.
Therefore, paraflax(H;) and fexture(#,) are set to be the
same as P’s as shown in Figure 10. Then 77, can be filled
according to its texture direction. The hole-filling method is
processed as follows:

1 wP)=1

Since it is hard to notice visually, thus the hole content
is simply the average of P™ and 0.

2 W(P)> 1 and lexture(P) # O:

The ideal content for /7, would be the same as the
content of a background point located on the direction
of texture(P). Without loss of generality, let us assume
texture(P) = k; with & = 90°. By looking upwards
{direction k,) from H,, if C, is the first point
encountered with the conditions in (7) satisfied, then
the content of H; is set to be the same as (’s as shown
in the Figure 11.

(Content of C, is not absent)
and 7
(parallax(C,) = parallax(H,)-1).

Figure 10 Hole texture detection process

if texture(Py=k,

Original Image

Image Warping

Virtual left image

Hole size of w with texture k,

Figure 11 Hole-Filling process (k = 90° in this case)
G
With
texture k-

Wwith
texture &y

G

positive negative

The rest of the cases:

[#3

If H; belongs to this case, then either fexture(H;) = J or
texture(H;) # d but no suitable background points are
found. This is because they are missing apparent and/or
consistent texture. Thus, we suggest using the simple
horizontal mirror method. Assume #, H,, ..., A, are
consecutive points not yet filled. Towards the left of 77,
we look for consecutive background points Cy, Cs, ...
C,, with the conditions in (8) satisfied. As described in
-Figure 12, Hy, H,, ..., H,, are filled by the following
rule:
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Ifr>w:
H; = C,’-l fori= 1, 2 W,
Ifrw: (8)

Ciai fori=12,..r-I
H, =
C(a‘modr)ﬂ

fori=r,r+1,.., w.

4 Experimental results

The experimental results of the proposed method are
presented in this section. The operating system used is
2.40 GHz Pentium Dual-Core processor and 512 MB RAM.
The simulation compliers used are MATLAB 6.0 and
Eclips. We tested three pairs of sequences. All image
resolution is 463 = 370 pixels available on Middlebury
stereo datasets (http://vision.middlebury.edu/stereo/data).
The proposed method is compared with three other
DIBR-based methods: Sym (the depth image is smoothed by
symmetric Gaussian; Tam et al., 2004). Asvm (the depth
image is smoothed by asymmetric Gaussian; Zhang and
Tam, 2005). edge (the depth image is edge-oriented
smoothed by Lee and Effendi (2011). The evaluation is

Figure 12

173

based on subjective visual quality and objective PSNR
evaluation of depth images.

4.1 Parameter setling

Because 640 = 480 pixels is the common image resolution
which results in the maximum total_parallax of 5% » 640 =
32 pixels, thus we also take this value for our experiment.
This means the maximum paraflax for the left/right image is
32/2 = 16 pixels.

In the parallax correction stage, we observed that the
paralilax  differences between the background and
foreground points near the object boundary are usually
within 25% of the maximum of the parallax value. Thus, we
set Thy as 4 (= 25% » 16). On the other hand, if the
background point is a noise then its parallax value must be
very large. Therefore, we set 7h, to be 85% of the
maximum parallax value which is 13.6 (= 85% x 16).

We set the threshold values in the hole region detection
stage (Thy) to 1. In the fexture detection stage. the Sobel
threshold (7h;) search number of texture {(#) and the sum of
Sey (Thy) are 90, 20 and 15, respectively.

The horizontal mirror method to fill the hole (brown colour: foreground pixels: pink colour: background pixels) (see online
version for colours)

Virtual left image

] After Hole Filling

Figure 13 Processed depth image and corresponding virtual left image of “interview” sequence. (a) original non-smoothing
(b} Sym: symmetric Gaussian smoothing (¢) Asym: asymmetric Gaussian smoothing (d) edge: edge-oriented smoothing

(e) proposed (see online version for colours)

(@) (b)

(d) (e}
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Figure 14  Processed depth image and corresponding virtual left image of ‘cones’ sequence, (a) original non-smoothing
(b) Sym: symmetric Gaussian smoothing (¢) Ssym: asymmetric Gaussian smoothing (d) edge: edge-oriented smoothing
(e) proposed (see online version for colours)

(@) ()

Figure 15

()

d) ©

Processed depth image and corresponding virtual left image of ‘art™ sequence, (a) original non-smoothing (b) Sym: symmetric

Gaussian smoothing (¢) Asym: asymmetric Gaussian smoothing (d) edge: edge-oriented smoothing {e) proposed (see online

version for colours)

(@ (b)

4.2  Subjective evaluation

Figure 13 demonstrates the left image of the ‘interview’
sequence. We can find that symmetric Gaussian smoothing
{Tam et al., 2004) generates a lot geometric distortion near
the vertical object boundary in the virtual left image.
Asymmetric Gaussian smoothing (Zhang and Tam, 2005),
edge-oriented smoothing (Lee and Effendi, 2011) and our
method can avoid most of the geometric distortion,

Figure 14 demonstrates the left image of the ‘cones’
sequence. Because the vertical texture feature is not obvious
in this image and the original depth image has a lot of noise,
a smoothing filter on the whole depth image, as with
symmetric or asymmetric Gaussian smoothing, will be the
best method for this image.

Figure 15 demonstrates the left image of the ‘art’
sequence. We can find that symmetric smoothing also has
some geometric distortion problems in the crayon box and

(¢}

@ (e)

cones. Asymmetric smoothing performs the best. The
results of edge-oriented smoothing also avoid most of the
geometric distortion, but it has some colour penetration
problems in the white wall. The proposed method uses
texture direction to fill the hole, so the image looks more
natural in the white wall.

4.3 Objective evaluation

We also evaluate the PSNR value for the depth images. The
MSE and PSNR values are calculated as follows:

2557
PSNR =101
0810 [MS‘E)
L ws . O
with MSE = WZZ(DO,,g (%, ¥) = Diesroa (x, )

x=1 y=l1
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where D, is the original depth map, Dyemes is the depth
map modified by the indicated method, and H and W are the
length and width of the image, respectively. The formula
indicates that if the depth image suffers serious damage.
then the PSNR value will be low. The experimental results
(Table 2) show that smoothing filters on the whole depth
image reduces the depth image quality. Thus, symmetric
and asymmetric smoothing methods lead to low PSNR
values. Our method modifies the depth values in regard to
correction and enhancement only, so we can retain most of
the depth information with the best PSNR values. The
PSNR values of Lee's method fail between the smoothing
method and ours, as the principle smoothing applied on the
hole-points possess vertical texture,

Table 2 The PSNR values on depth images

N Interview Art Cones
Sym. 2075 21.21 21.91
Asym. 19.85 19.64 21,40
Edge 3146 28.66 28.18
Proposed 36.02 3582 31.89

In addition to the good visual quality in the warped image
and high PSNR values in the depth image. our method does
not require large window-size convolution computation and
thus is computationally efficient.

5 Conclusions

Solving the *hole” problem caused by disocclusion is very
critical in the DIBR of 3D images. Smoothing a given depth
map to reduce “holes’ in size and number is a simple and
effective solution. However, computational cost and depth
information degradation come along with the smoothing
procedure. The proposed method is designed to be
computationally efficient as well as preserve most of the
depth information. First, the depth map is corrected by
MODE operation since available depth maps are prone to
having noises. Expected ‘holes' are located and texture
information is detected then. Since human viston is sensitive
to vertical texture, a vertical texture enhancement is further
applied on the depth map. Then, the hole-filling process can
be executed according to the detected texture information.
We wvalidate our method by comparing it fto existing
methods. The generated virtual left images have few
geometric distortions and retain most of the depth
information. Our method does not require large kernel
convolution computation as is necessary in smoothing
schema. Thus. it has the advantage of computational
efficiency.

In the future, we will concentrate in applying the
proposed method to transform conventional 2D movies into
3D movies. Also, we will study adjustable thresholds to
facilitate more general application of the proposed method.
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