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Abstract --- The trajectory tracking and obstacle
avoidance of a differential mobile robot (DMR) in a
distributed active embedded vision system (DAEVS) is
developed. The proposed active embedded vision system
(AEVS) includes the digital signal processor (DSP) and
the speed dome with the vision of high-speed feature.
For the purpose of easy recognition and localization of
DMR and obstacle, the red and rectangular shape and the
blue and circle shape are respectively placed on the top
of the DMR and the obstacle. In the beginning, the visual

information coming from the speed dome is transferred
to the DSP to execute the corresponding image
processing: the segmentation of red or blue component,
the binary processing, the removal of noise by median
filter and shape feature, and the calculation of the area
and central position of image feature. Because the task is
planned in the world coordinate and because the relation
between the image plane coordinate and the world
coordinate is highly nonlinear, a multilayer neural
network (MNN) is employed to establish the relation
between them. From the viewpoint of the constraint of
house architecture, the energy consumption of DMR, and
the ease of path planning, a desired trajectory made up
by a set of piecewise lines is addressed. Simultaneously,
three trajectory tracking modes: approach mode, fine-
tune mode, and inertia-navigation mode, are designed to
obtain a fast trajectory tracking with the energy saving
manner. Finally, the corresponding experiments of the
trajectory tracking and obstacle avoidance for a DMR in
the DAEVS confirm the validity and efficiency of the
proposed methodology.

Keywords: Distributed active embedded vision system,
Differential mobile robot, Navigation, Trajectory
tracking, Obstacle avoidance, Fuzzy decentralized
variable structure control.

I. Introduction

Recently, distributed control within sensor networks
has received wide attention in many engineering
applications. Some representative works may be found in
[1]-[9]. The distributed network-space system can
monitor the occurrence within itself, build its own
models, communicate with its inhabitants, and act on the
decisions made by itself. For instance, a mobile robot is
designed to track a trajectory, which is often made up by
a set of piecewise lines from the viewpoint of the
constraint of house architecture, the energy consumption
of mobile robot, and the ease of path planning [9].
Simultaneously, the obstacle avoidance is accomplished.
In addition, many problems encountered in classic
mobile robots (e.g., localization [10], [11], high
computational power [12], [13], different software for
different kinds of mobile robot [14], interference
between sensors [15]) may be resolved when they are
cast into a distributed vision system.

On the other hand, almost all distributed visions are
fixed. Therefore the visible region is limited or the
number of visions must be increased when the monitored
area is increased ([2]-[5]). Although the omni-directional
vision system (ODVS) possesses a 360° view angle, its

image processing is time-consuming and the estimation
error (or modeling error) is large owing to the image



distortion [1], [16], [17]. In this project, each AEVS
contains a digital signal processor (DSP, e.g.,
TMS320DM642 from Texa Instrument Co.), a speed
dome with the vision of high-speed feature, and a
wireless device. The proposed AEVS possesses the
function of image processing, the calculation of the
control law to drive the vision system, the
communication among AEVSs and DMRs. To obtain an
easy recognition and localization of DMR and obstacle,
the red and rectangular shape and the blue and circle
shape are respectively placed on the top of the DMR and
the obstacle. First, the visual information coming from
the speed dome is transferred to the TMS320DM642
DSP to execute the corresponding image processing: the
segmentation of the red and rectangular landmark or the
blue and circular landmark, the image binary processing,
the removal of noise by median filter and shape feature,
and the calculation of the area and central position of
image landmark. Because the task is planned in the
world coordinate and because the relation between the
image plane coordinate and the world coordinate is
highly nonlinear, a multilayer neural network is also
employed to establish the relation between them. In
summary, the first difference as compared with the
previous studies (e.g., [8], [9]) is an active embedded
vision system, possessing portable, computational, and
wireless features are more suitable for the distributed
sensor network system. Under these circumstances, the
DAEVS with the real-time posture estimation of a DMR
can augment the visible area, can simultaneously reduce
the time for image processing, and can obtain an
accurate modeling between the image plane coordinate
and the world coordinate [18], [19].

It is known that the manipulation of a DMR is
different from that of a car-like mobile robot (CLMR) [8],
[9], [15], [20] which can control its orientation by the
front wheel and control its translation velocity by the rear
wheel. Therefore, the manipulation of a DMR must be
addressed. After the image processing is completed, the
estimated posture of the DMR or obstacle is employed to
accomplish the assigned task. First, the desired angular
position and translation velocity for specific task are
obtained. Then the corresponding desired angular
velocities of the right and left wheels for specific task are
derived by the kinematics of a DMR. Thus the fuzzy
decentralized variable structure control algorithm (e.g.,
[9]) realized in the TMS320F2812 DSP of the DMR is
employed to respectively drive the velocities of the right
and left wheels to reach the desired values [20]. In
addition, the operation of a DMR does not have the
minimum turning radius as compared with a CLMR [8],
[9], [15], [20]. It is then expected that the tracking
response of the piecewise-lines trajectory with (or
without) the obstacle avoidance for a DMR in the
DAEVS is much better than that of a CLMR. This is the
second difference as compared with the previous studies
(e.g., 81, [9], [15], [20]). From the viewpoint of the
constraint of house architecture, the energy consumption
of DMR, and the ease of path planning, a desired
trajectory made up by a set of piecewise lines is also
considered in this project. The strategy for the trajectory
tracking is designed and includes the following three
modes: (i) approach mode, (ii) fine-tune mode, and (iii)

inertia-navigation mode. This is the third difference as
compared with the previous papers. Finally, the
corresponding experiments of trajectory tracking and
obstacle avoidance are arranged to confirm the
effectiveness of the proposed control system.

The outline of this project is described as follows. In
the next section, system description and research task are
given. In section 3, an image processing and a modeling
using. MNN are introduced. In section 4, the
manipulation of a DMR is designed to obtain the
assigned task. Then the result of posture estimation, the
strategy for tracking a segment of trajectory, and the
search of DMR or obstacle, are introduced in the
experimental preliminaries of section 5. Experimental
results of trajectory tracking and obstacle avoidance are
also presented in this section. Finally, the conclusions
are arranged in section 6.
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Fig. 1. The diagram of the overall control system.

11. System Description and Research Task

2.1 System Description

Figure 1 shows the experimental setup of a DMR in
the DAEVS. The overall control system includes a DMR,
and two AEVSs. A DMR includes two DC motors with
driver, one microprocessor of TMS320F2812, and a
wireless device. Each AEVS contains the digital signal
processor TMS320DM642 from Texa Instrument Co.,
the speed dome with the vision of high-speed feature,
and a wireless device. The important specifications of
this DSP are described as follows: two channel for
analog signal of vision with the format of NTSC or PAL,
two VGA outputs, two RS232 communication ports,
10/100mMbps Ethernet, stereo and digital audio
input/output ports, 4MB Flash memory, 32MB SDRAM,
PCl interface, and 720MHz clock speed. The
specifications of the DMR are given in Table 1. The
specification of the speed dome with the vision of high-
speed feature are described as follows: RS485
communication port, analog signal of vision with the



format NTSC, power consumption 13W, minimum
illumination 0.3Lux, horizontal resolution 480 TV lines,
and signal/noise over 50dB. It is also known that the
bandwidths of the proposed AEVS1 and 2 are much
larger than that of the DMR. In brief, the first difference
as compared with the previous studies (e.g., [8], [9]) is
an active embedded vision system, possessing portable,
computational, and wireless features are more suitable
for the distributed sensor network system.

Two rectangular landmarks with red color and
different size are used on the DMR (see Fig. 2). The
microprocessor in DMR is the TMS320F2812 from TI
Co. with the following important specifications: two
event managers (i.e, EVA and EVB), series
communication interface (SCI), series periphery
interface (SPI), enhanced control array network (eCAN),
multi-channel buffer series peripheral (McBSP), analog
to digital conversion (ADC), 128KB Flash memory,
18KB SARAM, and 150MHz clock speed [21]. It is
known that almost no minimum turning radius for a
DMR occurs [11]. The trajectory tracking for a set of
piecewise-lines with (or without) obstacle avoidance is
much better than that of the CLMR. This feature will be
confirmed by the experiments. This is the second
difference as compared with our previous study [9].

Fig. 2. Photograph of the DMR with two rectangular
landmarks of red color and different size.

Table 1. The specifications of DMR.

Specification Quantity
Length 320 mm
Width 280 mm
Height 200mm

Weight 4.9kg
Radius of Wheel 125 mm
Distance Between Wheels 240 mm

2.2 Research Task

In the beginning, two DC servo motors for the left
and right wheels are controlled by individual fuzzy
variable structure (FVSC). Hence, the proposed control
is called fuzzy decentralized variable structure control
(FDVSC). The details can be found from the previous
papers, e.g., [9]. As one knows, the manipulation of a
DMR is different from that of a CLMR. Hence, an
effective operation of a DMR will be introduced to
obtain the desired task. In addition, the strategy for the
navigation of a DMR to the trajectory of piecewise-lines
includes the following three modes: (1) approach mode,
(2) fine-tune mode, (3) inertia-navigation mode. This is
the third difference as compared with the previous

papers. Similarly, two sets of FDVSCs for the AEVS1
and 2 can be effectively implemented to lock the DMR
into the center of visual window once it is inside of
visual window.

The main goal of this project is to investigate the
trajectory tracking with (or without) obstacle avoidance
using three sets FDVSCs for a DMR in a DAEVS with
two AEVSs. The experiment is performed for four cases:
(i) with initial lock of the DMR in the DAEVS, the
trajectory tracking of a set of piecewise-lines with the
reference command of translation velocity 35cm/s; (ii)
the requirement of a search to lock the DMR for the same
trajectory of part (i); (iii) the tracking of the same
trajectory of part (i) with one or two static obstacles; and
(iv) the same experiment of part (iii) with different
lighting condition.

I11. Image Processing and Neural Network

Modeling

3.1 Image Processing

The background of the DAEVS (i.e., the ground in
Fig. 3(a) contains similar size pattern as compared with
DMR, some lines in the ground, and non-uniform
illumination) is difficult to deal with [22]-[24]. The
following six-step procedure shows how to obtain the
position error of the DMR with respect to the image
center. The position error is then used to lock the image
of the DMR into the center of the lens such that the
distortion of lens is reduced [25].
A. Image acquisition

The speed dome is the vision sensor to obtain the
information of color image which is then transmitted to
the DSP-TMS320DM642 having 720x 480 pixels. To
increase the processing speed, the grabbed color image is
compressed into 360x 240 pixels. Because the default
format of the TMS320DM642 is YC,C, 4:2:2,where Y

represents the luminance component, and C., C, are

respectively chrominance components of red and blue,
no conversion of color space is required.
B. Image segmentation

Since the value of Y is strongly dependent on the
luminance, it will not be considered in this project. The
ranges of the C,and C,for the DMR and the obstacle

are different. Together with the shape feature (i.e.,
rectangle and circle), the process of the image
segmentation is more robust in distinguishing the DMR
and the obstacle from the ground.

(a) Source image.



(b)Binary image for the red DMR.

(c) Median filtering for the red DMR.

(d) Binary image for the blue obstacle.

(e) Median filtering for the blue obstacle.

Fig. 3. The result of the image processing.

Capturing Image to
TMS320DMo642
from Speed Dome

Capturing Red
or Blue Chroma

!

Image Binary
Processing

v l

Median Filtering

Calculating Area &
Center of the
Red or Blue Object

No

Red Size>200 pixels
& Rectangular Shapg

Blue Size >100 pixel
& Circular Shape

Yes

Calculating the Area Distance
and Center <60 cm N
l Yes
Recording the .
Goslure obeMR> @stacle Av 01dan§

Fig. 4. Flow chart of the image processing.

C. Binary
In this project, a double thresholding technique is
applied to the component of C, and C, such that a
binary image is obtained. The corresponding relation is
L if T, >2f(1,,1,)>T,

DIt = {O, otherwise @)

where f(1,,1 ) denotes the values of C and C,on the
image plane (I,,1,), D(l,,1,)=1 stands for the white
pixels, and D(l,,1,) = 0 stands for the black pixels. The
purpose of binary is to reduce the storage amount as well
as the computation load. The values of T, and T, are

less sensitive to lighting conditions because the Y
component is not considered for the binary operation.
After tests, the suitable ranges of C, and C, for the

DMR and the obstacle are respectively C, €[140,180],
C, €[240,255], and C, <[160,250].C, <[120,160].

D. Shape feature

To increase the robustness of and simplify the image
processing, the rectangular and circular shapes
respectively representative the DMR and obstacle are
considered.

Rypape = 47 A/L? @)
where A and L are respectively the area and
circumference of the specific landmark. For an exact

circular  landmark, Roape =1 for the rectangular
landmarks  with  width/length  1:3 and 1:2,
Ryepe =37/16 and Ry, =27/9, respectively.

E. Image reconstruction



After the aforementioned preprocessing (i.e., parts
A~D), there may be some white salts or black peppers
and disconnections of edge. In this case, the image
reconstruction using median filter is employed to
eliminate the disturbances caused by preprocessing (see
Figs. 3(c) and (e)).

F. Image representation and description

The area, center, and coordinate of image features
are considered to represent the posture of the DMR on
the image plane coordinate. For digital image, their 2D
moments of order p+q and centered moments are defined
as follows [22]-[23], [25]:

My =3, 5 1P1E (L) 3)
ypqZZ|XZ|Y(Ix_I_x)p(Iy_I_y)qf(IX’Iy) (4)
where f(I,,1,) is the same as (1), p,q=0, and
= XX, /N, I,= Y31, /Ndenotes the center
(Ix.1y)eR (I 1y)e

of the area N of the desired image feature 2. The areas
and centers of the image features 1 and 2 in Fig. 5 can be
calculated by (3) and (4) respectively. The central
position (I, 15,) and orientation 6, (i.e., posture) of

the DMR on the image plane can then be computed as

(e Ty ) ={ (13 18y )+ (1213))} /2,

6 =tan{(12,~ 15, )/ (12~ 12 )} ®)
In this project, the height of the obstacle is assumed to be
the same as that of the DMR. Then, the centers and areas
of obstacles can be estimated using the same learned
weight and bias values for the DMR.

00) |

Feature 2
(I, l5) £

(A

(S

Feature 1

Fig. 5. lustration of the image features and

calculation of the posture of the DMR on the image plane.

3.2 Neural Network Modeling

Generally, a homogeneous coordinate is employed to
establish a camera model; however, this method needs
accurate calibration and is therefore impractical. In
addition, different mechanisms for driving the pan and
tilt motion will result in different kinematic and dynamic
relationships. Under these circumstances, an effective
method using multilayer neural network (MNN) is
applied to model the relation between the world
coordinate and the image plane coordinate. From Fig. 6,
different visible areas are obtained for different angles of
the tilt and pan motion; e.g., the area denoted by the

dash-dot line is for 6, =0°,6, =45, and the area denoted

by the solid line is for 6, =-22.5°, 6, =37.5". We note

that these relations are highly nonlinear [18], [19], [22]-
[25]. This motivates the use of MNN for modeling. The
advantage of this method is that a camera model and the
kinematic and dynamic relations of mechanism are not
required.

q 12
(| i X
AEVS2 ‘ Image Plane
5 Coordinate
I y
(0,640)
YW
World
Coordinate
XW
L 4 >
1 : 1
AEVS] ‘ Image !’lane
| Coordinate
1
I y

Fig. 6. Modeling between the image plane coordinate
and the world coordinate.

B. Multilayer neural network

A three-layer MNN, including input-layer, hidden-
layer, and output-layer, is depicted in Fig. 8. The inputs
of the MNN are the angles of the pan-tilt platform and
the position of the DMR on the image plane coordinate
respectively given as ¢,,6,,1,.,and 1. .The outputs are

y?! Rx?
the position of the DMR on the world coordinate given
as X,, and Y,, . TO avoid the complexity of the MNN, the

orientation of the DMR is not set as its output. It is
indirectly calculated by (4) because the orientation is
only used for the navigation of direction. The following
“cost” is assigned for deriving the learning law:

2

g:Zkzl(dk—yk)z/Z (6)
whered, is the desired output (or target), andy, is the
output of MNN. Figure 7 shows the concept for the
different postures of the DMR monitored by the same
angles of AEVS1 or 2 (e.g., the area enclosed by the
solid line). The data in this region should have the
representative relationship between the world coordinate
and the image plane coordinate. Similarly, the data for
different postures of the AEVSL or 2 are obtained. After
using  {(%(n),y(n)}, where i=1234k=12, and

n=12,.,M,with M being the total pair of data, these



data are fed into the MNN with the generalized back
propagation learning algorithm, e.g., Conjugate Gradient
algorithm, Levenberg-Marquart algorithm. The proposed
architecture of MNN is shown in Fig. 8 with

P=[0,6, 115, ] & =[x v T =(1-€")/[L4e),
i=12,..,29,and f’(n’)=n? j=12. The upper subscript

of Fig. 8 denotes the corresponding number of the layer,
the symbols f* and n‘ are the ith component of the

vectors ¥ and n*,k =1,2.
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Fig. 7. Acquisition of the representative training data for
MNN.
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Fig. 8. Modeling via MNN.

The software of MATLAB can help to train the
weight and bias values of the MNN. The inputs of the
proposed MNN are respectively normalized by /180,

7/180,1/180, and 1/180. Similarly, the normalizations of

the output signal are all assigned as 500. Figure 9 shows
the flow chart for the modeling of MNN. After an
effective modeling via MNN (refer to Figs. 10 and 11),
the transform between the image plane coordinate and
the world coordinate is achieved. Figure 10 shows the
convergence of learning process is fast. The symbols of
star in Figs. 11(a) and (b) represent the targets (or desired
output) of MNN to be approximated. The corresponding
modeling errors in Figs. 11 (c) and (d) are good enough.
A mobile robot using an omni-directional vision
system (ODVS) possesses 360" view angle [1], [16],
[17]. No servo for the ODVS is needed when the
monitoring region increases. Due to the distortion of the
image using ODVS, its image processing is time-
consuming and the estimation error is larger than the
proposed method. For example, some experiments for
self-localization have the average calibration error of
around 30cm [1], [16], [17]. On the other hand, the

calibration using the proposed method possesses an
average calibration error of only 2cm. In summary, the
modeling by the proposed DAEVS is much more precise
and effective than that given by an ODVS.
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Fig. 9. Flow chart for the modeling of MNN.
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V1. Manipulation of DMR

The manipulation of a DMR is different from that of
a CLMR (e.g., [8], [9], [15], [20]), which can control the
orientation by its front wheel and the translation velocity
by its rear wheel. Therefore, the manipulation of a DMR
must be considered. In the beginning, the kinematics of a
DMR is described as follows:

X(t) = v(t) cos(6), y(t) = v(t)sin(6),6(t) = w(t)  (7)

V() = [, O+ @ O]r/2,00) = [0, - O]r/d @)
where 6(t) and w(t) respectively denote the angular
position and angular velocity with respect to z-
axis, «,(t)and o, (t) are respectively the angular
velocities of the right and left wheels, r is the radius of

the wheel,d is the distance between two wheels. It is
assumed that o, (t) and e, (t) are approximately constant
in the sampling interval At =t —t, _,. Then the position
and orientation of a DMR are described as follows:

x(t,) = x(t,_,) +V(t,)Atcos(E(t, )+ 40(t,))

-sin(46(t,))/40(t,) ©)
y(t,) = y(t,_,)+V(t)Aatsin(O(t, )+ 46(t,))
-sin(46(t,))/46(t,) (10)
ot,) = 0t ,) + o(t, ) At (11)
where

A0(t,) = a(t, ) At/2

()4t = [Aqr (t,)+4q, (tk)] I’/2 ,

5(tk)At :[Aqr (tk)_ACh (tk)]r/d (]_2)
where Aq, (t, ) and Aq, (t, ) are respectively denoted as the
angular positions of the right and left wheels for the time
interval At. Based on the requirement of task, the
corresponding path can be planned by 6, (t,) and v, (t,),

which respectively represent the desired angular position
and translation velocity at the sampling time t,. Then the

corresponding angular velocity can be expressed as
w,(t,) = [Hd (t,)- H(tH)]/At. Finally, the desired angular

velocities of the right and left wheels are respectively
derived as follows:

@, 4 (t) =2V (t) + @ (t)d /(2r)
@ g (t) =[2v4 (&) — o4 (&)d J/(2r).

In summary, according to the assigned task two
corresponding desired angular velocities of the right and
left wheels are obtained. Then the fuzzy decentralized
variable structure control (e.g., [8], [9]) is applied to
make the angular velocities of the right and left wheels
track the desired values.

Due to the feature of house architecture, the
consumption of energy and the ease of path planning, a
set of trajectory of piecewise-lines is applied for the path
planning. The strategy for tracking the trajectory of
piecewise-lines includes the following three modes (see
Fig. 12): (i) approach mode, (ii) fine-tune mode, and (iii)
inertia-navigation mode. As the DMR s in the approach
mode (e.g., |e(t,)|>e, wheree, =20cm), the strategy
forces the DMR to approach the desired trajectory as fast
as it can. It implies that in this mode the quantity of
trajectory tracking is more important as compared with
the quality of that. As the DMR s in the fine-tune mode
(e.g., e >|e(t,)| >, Where e, =7.5cm ), the strategy
adjusts the motion of the DMR to approach the desired
trajectory as close as it can. The detail of the fine-tune
mode is shown in Fig. 13. The DMR first turns an
angle @, (t,), travels with a desired translation velocity for

the time interval Az =e(t,)/[v, (t)sin(8,(t))]. then
turns a negative value of the original angle, i.e.,
-6, (t,). It indicates that the quality of trajectory tracking

is most important in this mode. As the DMR is in the
inertia-navigation mode (e.g.,|e(tk)|£ez), the strategy

(13)



does not give any command to the DMR so that the
energy consumption of the DMR is reduced under the
acceptable tracking performance. In this final stage, the
energy consumption for the DMR is more important. In
summary, the proposed strategy for the trajectory
tracking of piecewise-lines is a promising method for the
navigation of all kinds of mobile robot.
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Fig. 12 Strategy for the trajectory tracking of piecewise-
lines.

. . . 4
One Segment of Piecewise-Lines ]

elt)  gq +a0

Fine-Tune

. Inertia-Navigation
Mode Region

Mode Region
Fig. 13. llustration of fine-tune mode.

V. Experiments and Discussions

5.1 Experimental Preliminaries
A. Posture estimation

The width of the overlap between the ends of the
extreme areas of AEVSL and 2 is about 24cm. The
centerline of the overlap is set as the control authority for
the two AEVS. The higher authority is in charge of the
DMR. From our investigation, large estimation error
only occurs in the peripheries of visible areas. The
proposed modeling via MNN is simple, systematic, and
effective. The average modeling error is 2cm (see Tables
2 and 3). In general, the large modeling error occurs in
the periphery of visible region. Although the
aforementioned calibration is based on static camera, the
corresponding dynamic performance will be evaluated
by five categories of experiments (i.e., Figs.14~21).
According to the restriction of the grabbing frequency

for an AEVS, the sampling time for the image
processing and trajectory planning is set as 200ms. On
the other hand, the sampling time (or control cycle time)
for the DMR is only 10ms.

It is assumed that the dimension of the obstacle is not
too large to hind the sight of AEVS. Fortunately, the
AEVS is on the ceiling and its field of view is adjustable.
The strategy for the obstacle avoidance can be found in
(e.g., [8], [9]). In the beginning, a sequence of images
grabbed by the two AEVS is obtained to judge whether
obstacles are present in the visible area (or DAEVS
space). If obstacles exist, the corresponding positions are
applied for the trajectory planning to avoid these
obstacles (see, Figs. 18~21).

B. Search of DMR or obstacle

If a DMR is initially not found inside the visible
window of AEVS1 or 2, a search is needed. In the
beginning, two labels at the origin and (0,640)cm of the

world coordinate are found by the AEVSL, 2. Next, they
are respectively set as the image centers of the AEVS1, 2.
After this initialization, the whole areas are searched by
AEVS1, 2 to find out whether the obstacles exist or not.
If an obstacle exists, the position is recorded so that the
obstacle avoidance is executed for the DMR in the
neighborhood of the obstacle (e.g., Fig. 3). Sequentially,
AEVS1, 2 simultaneously search the DMR in a butterfly
manner (see [9]). Because the initial position of the
AEVS1 or 2 is in the center of the monitoring area, the
center of image plane is first assigned as the center of
search. If the first search via the butterfly way
(ie,r,. =r) does not find the DMR, then a larger

distance r_ ., =T, + Ar, where Ar denotes a suitable

search
increment radius, is used for the next search until the
maximum radius for AEVS1 or 2 is reached.

5.2 Experimental Results

A set of piecewise-lines to be tracked is made up
by five straight line segments (i.e., the dash lines in Figs.
14~21). In addition, the central positions of two static

obstacles with diameter 12cm are(X,Y )= (128.5,203.2)

and (—81,438.4)cm. The corresponding responses of four

categories are shown in Figs. 14~21, where the symbols

B and % are respectively start point and goal point.
The processing time for Figs. 14~21 is about 63 second.
The reference command of the translation velocity in the
vicinity of the overlapped region and the obstacle
avoidance is reduced to 25.cm/s so that the chance of
discontinuity is minimized. To demonstrate the robust
performance, the same experiment of Fig. 20 except that
two extra sets of fluorescent lamp are lighted in the
vicinity of the DAEVS is shown in Fig. 21. Generally,
the performance of this project is satisfactory. However,
the response in the vicinity of the overlap region (e.g.,
270 <Y < 320cm) is often a little inferior due to the

discontinuity and poor quality of the image system.
Because almost no minimum turning radius for a DMR
exists, the tracking performance in the trajectory of the
third segment still acceptable. This is one of the
differences as compared with the previous papers (e.g.,
[8], [9]). Although a set of line segments to be tracked is



in the periphery of the DAEVS, exhibiting poor quality
for posture estimation [22], [23], [25], the performance
shown in Figs. 14~21 confirm the superiority of the
control system. The limitation of the DMR’s translation
velocity is determined by the bandwidth and window
size of AEVS1 or 2, the image processing time, and the
computation time of the FDVSC. Based on a similar
analysis of [22], the upper bound of the DMR’s
translation velocity in the vertical optical axis of the
AEVS 1 or 2 is approximately estimated as 6.4 m/s,
which is much greater than the translation velocity
35cm/s. Hence, there is no worry for the escape of the
DMR from the field of view of the AEVS 1 or 2 once it
is locked (or tracked). If the height of the landmarks for
the DMR and the obstacle is much different, the output
of the MNN model becomes three dimensions, i.e.,
(Xgw» Yaw: Zrw)- 1T the monitoring region increases, the

number of AEVS should increase. That is, the setting
here can be easily extended to more than two AEVSs.
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Fig. 14. Response of the DMR with an initial lock.
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V1. Conclusions

A methodology for the trajectory tracking and
obstacle avoidance of a DMR in a DAEVS using three
FDVSCs is developed. The main contributions of this
project are summarized as follows: (i) The manipulation
of a DMR is different from that of a CLMR. The
corresponding desired angular velocities of the right and
left wheels for specific task are derived by the kinematics
of a DMR. In addition, the response for the trajectory of
piecewise-lines is better than that of a CLMR because
almost no minimum turning radius for the DMR exists.
This is the first difference as compared with the previous
studies (e.g., [8], [9], [15], [20]). (ii) The second
difference as compared with the previous studies is an
active embedded vision system, possessing portable,
computational, and wireless features. It is more suitable
for the distributed sensor network system. (iii) From the
viewpoint of the constraint of house architecture, the
energy consumption of DMR, and the ease of path
planning, a desired trajectory made up by a set of
piecewise lines is addressed. Furthermore, the strategy
for the trajectory tracking is designed and includes the
following three modes: (a) approach mode, (b) fine-tune
mode, and (c) inertia-navigation mode. Each mode has
its main purpose. This is the third difference as compare
with the previous papers. (iv) As compared with the
classic modeling and the modeling of an ODVS, the
proposed modeling using existing Matlab software is
simple, systematic, and effective (e.g., average modeling
error is 2cm). (v) The proposed visual tracking system is
also robust to variant lighting conditions because two
factors, i.e., color and shape, are employed to distinguish
the DMR and obstacle from the background.
Furthermore, the proposed setting can be easily extended
when using more than 2 AEVSs or DMRs.

References

[1] T. Matsuyama and N. Ukita, “Real-time multitarget
tracking by a cooperative distributed vision system,”
Proceedings of the IEEE, vol. 90, no. 7, pp. 1136-
1150, 2002.

[2] T. Yamaguchi, E. Sato and Y. Takama, “Intelligent
space and human centered robotics,” IEEE Trans.
Ind. Electron., vol. 50, no. 5, pp. 881-889, Oct.
2003.

[3] J. H. Lee, K. Morioka, N. Ando and H. Hashimoto,
“Cooperation of distributed intelligent sensors in
intelligent  environment,” |IEEE/ASME Trans.
Mechatronics, vol. 9, no. 3, pp. 535-543, Sep. 2004.

[4] E. Menegatti, G. Cicirelli, C. Simionato, T.
D’Orazio, and H. Ishigro, “Explicit knowledge
distribution in an omnidirectional distributed vision
system,” Proc. of Int. Conf. on Intell. Robots and
Syst., Sendai, Japan, pp. 2743-2750, 2004.

[5] M. M. Trivedi, K. S. Huang and I. Mikic, “Dynamic
context capture and distributed video arrays for
intelligent space,” IEEE Trans. Syst. Man & Cyber,
Part A, vol. 35, no. 1, pp. 22-27, Jan. 2005.

[6] T. Sasaki and H. Hashimoto, “Human observation
based mobile robot navigation in intelligent space,”
IEEE Int. Conf. on Intelligent Robots and Systems,
Beijing, China, pp.1044-1049,. October 9 - 15, 2006.



[7]1 V. Lippiello, B. Siciliano and L. Villani, “Position-
based visual servoing in industrial multirobot cells
using a hybrid cameras configuration,” IEEE Trans.
Robotics, vol. 25, no. 1, pp. 73-86, Feb. 2007.

[8] C. L. Hwang and N. W. Chang, “Fuzzy
decentralized sliding-mode control of car-like
mobile robots in a distributed sensor-network
space,” IEEE Trans.  Fuzzy Syst., vol. 16, no. 1,
pp. 97-109, Feb. 2008.

[9] C. L. Hwang and C. Y. Shih, “A distributed active
vision network-space approach for trajectory
tracking and obstacle avoidance of a wheeled
robot,” IEEE Trans. Ind. Electronics, vol. 56, no. 3,
pp. 846-855, Mar. 2009.

[10] D. Lee and W. Chang, “Discrete-stature-based
localization for indoor service robots,” IEEE Trans.
Ind. Electron., vol. 53, no. 5, pp. 1737-1746, Oct.
2006.

[11] S. Han. H. S. Lim and J. M. Lee, “An efficient
localizations scheme for a differential-driving
mobile robot based on RFID system,” IEEE Trans.
Ind. Electron., vol. 54, no. 6, pp. 3362-3369, Dec.
2007.

[12] S. Se, D. G. Lowe and J. J. Little, “Vision-based
global localization and mapping for mobile robots,”
IEEE Trans. Robot. & Automat., vol. 21, no. 3, pp.
364-375, Jun. 2005.

[13] D. Xu, L. Han, M. Tan and Y. F. Li, “Ceiling-based
visual positioning for an indoor mobile robot with
monocular vision” IEEE Trans. Ind. Electron., vol.
56, no. 5, pp. 1617-1628, May 2009.

[14] J. Minguez and L. Montano, “Nearness diagram
(ND) navigation:  collision avoidance in
troublesome scenarios,” IEEE Trans. Robot. &
Automat., vol. 20, no. 1, pp. 45-59, Jan. 2004.

[15] T. H. S. Li, S. J. Chang, “Fuzzy target tracking
control of autonomous mobile robots by using
infrared sensors,” IEEE Trans. Fuzzy Syst., vol. 12,
no. 4, pp. 491-501, Aug. 2004.

[16] A. A. Argyros, D. P. Tsakiris and C. Groyer,
“Biomimetric centering behavior --- Mobile robots
with panoramic sensors,” IEEE Robotics & Automat.
Mag., pp. 21-31, Dec. 2004.

[17] E. Menegatti, A. Pretto, A. Scarpa, and E. Pagello,
“Omni-directional vision scan matching for robot
localization in dynamic environments,” IEEE Trans.
Robotics, vol. 22, no. 3, pp. 523-535, Jun. 2006.

[18] K. T. Song and J. C. Tai, “Dynamic calibration of
pan-tilt-zoom cameras for traffic monitoring,” IEEE
Trans. Syst. Man & Cybern., Pt. B, vol. 36, no. 5, pp.
1091-1103, Oct. 2006.

[19] Y. Motai and A. Kosaka, “Hand-eye calibration
applied to viewpoint selection for robotic vision,”
Trans. Ind. Electron., vol. 55, no. 10, pp. 3731-3741,
Oct. 2008.

[20] I. Baturone, F. J. Moreno-Velo, V. Blanco and J.
Fervuz, “Design of embedded DSP-based fuzzy
controllers for autonomous mobile robots,” IEEE
Trans. Ind. Electron., vol. 55, no. 2, pp. 928-936,
Feb. 2007.

[21] Y. S. Kung, “Design and implementation of a high-
performance PMLSM drives using DSP chip,”

IEEE Trans. Ind. Electronics, vol. 55, no. 3, pp.
1341-1351, Mar. 2008.

[22] P. Vadakkepat, P. Lim, L. C. De Silva, L. Jing and
L. L. Ling, “Multimodal approach to human-face
detection and tracking,” IEEE Trans. Ind. Electron.,
vol. 55, no. 3, pp. 1385-1393, Mar. 2008.

[23] D. Xu, Y. F. Li, M. Tan and Y. Shen, “A new active
visual for humanoid robots,” IEEE Trans. Syst. Man
& Cyber., Part B, vol. 38, no. 2, pp. 320-330, Apr.
2008.

[24] Y. Hu, W. Zhao and L. Wang, “Vision-based target
tracking and collision avoidance for two
autonomous fish,” IEEE Trans. Ind. Electronics,
vol. 56, no. 5, pp. 1401-1410, May 2009.

[25] Y. Han, “Imitation of human-eye motion --- how to
fix gaze of an active vision system,” IEEE Trans.
Syst. Mans & Cybern., Part A., vol. 37, no. 6, pp.
854-863, Nov. 2007.



Table 2. The real and estimation coordinates of AEVS1 via MNN.

0, (degree) 0, (degree) X reat €M) | Yrar (€M) | X giaion (€M) Y stimation (€M)
0 0 40 0 38.221 -1.09

0 0 40 20 37.499 18.687
0 0 40 40 38.623 41.374
0 0 60 0 60.767 2.547

0 0 60 20 59.033 20.245
0 0 60 40 58.425 39.507
0 7.5 0 0 0.623 0.781

0 7.5 0 20 1.169 17.922
0 7.5 0 40 0.846 39.524
0 7.5 0 60 1.67 58.45

0 7.5 0 80 1.493 81.339
0 7.5 -20 80 -18.258 79.848
0 7.5 -20 60 -19.007 59.158
0 7.5 -20 40 -21.324 40.39

0 7.5 -20 20 -19.335 20.839
0 7.5 -20 0 -22.739 2.981

0 15 0 80 0.825 80.116
0 15 0 100 0.236 99.341
0 15 0 120 1.518 119.814
0 15 -20 120 -17.45 120.602
0 15 -20 100 -18.531 99.946
0 15 -20 80 -21.078 81.101
0 15 -20 60 -20.508 58.921
0 15 -20 40 -21.368 41.261
0 45 80 220 77.374 216.785
0 45 80 240 78.503 239.079
0 45 80 260 78.909 260.657
0 45 80 280 81.978 280.401
0 45 80 300 80.649 301.298
0 45 80 320 82.029 323.781
0 45 80 340 81.072 352.088
-22.5 7.5 -40 40 -39.105 44 477
-22.5 7.5 -40 60 -38.223 61.204
-22.5 7.5 -40 80 -42.082 84.617




-22.5 7.5 -60 80 -61.931 91.318
-22.5 7.5 -60 60 -59.624 52.155
-22.5 7.5 -60 40 -59.389 36.041
-22.5 7.5 -60 20 -61.077 15.372
-22.5 7.5 -60 0 -62.926 -0.928
-22.5 22.5 20 80 18.66 79.59
-22.5 22.5 20 100 17.363 100.086
-22.5 22.5 20 120 17.63 124.069
-22.5 22.5 20 140 20.531 139.812
-22.5 22.5 20 160 22.284 161.066
-22.5 22.5 0 160 -2.133 160.424
-22.5 22.5 0 140 -0.592 141.169
-22.5 22.5 0 120 1.82 120.659
-45 30 -140 140 -141.885 137.213
-45 30 -140 120 -140.097 124.037
-45 30 -140 100 -140.493 99.897
-45 30 -140 80 -139.935 82.974
-45 30 -140 60 -139.848 58.78
-45 30 -160 80 -162.556 77.788
-45 30 -160 100 -160.855 96.291
-45 30 -160 120 -160.475 118.97
-45 30 -140 140 -141.885 137.213
-45 30 -140 120 -140.097 124.037
-45 45 -140 220 -137.283 218.523
-45 45 -140 200 -138.435 201.493
-45 45 -140 180 -137.646 179.898
-45 45 -140 160 -139.968 161.624
-45 45 -140 140 -139.206 141.39




Table 3. The real and estimation coordinates of AEVS2 via MNN.

0, (degree) 0, (degree) Xiear (€M) | Yo (€M) | X gimation (€M) | Yogimaion (€M)
0 7.5 20 600 20.788 599.471
0 7.5 20 580 19.685 577.672
0 7.5 40 580 42.54 577.231
0 7.5 40 600 42.425 598.75
0 7.5 40 620 40.954 617.27
0 7.5 40 640 40.102 639.077
45 7.5 0 580 0.114 578.874
45 7.5 0 600 1.591 600.076
45 7.5 0 620 3.49 617.107
45 7.5 0 640 1.715 638.435
45 7.5 0 660 2.796 654.214
45 7.5 20 640 20.277 638.772
0 15 -20 600 -21.487 603.057
0 15 -20 580 -20.244 581.103
0 15 -20 560 -21.277 560.14
0 15 -20 540 -22.324 540.45
0 15 -40 540 -39.675 540.004
0 15 -40 560 -38.724 560.022
45 15 20 560 22.626 562.61
45 15 0 540 0.967 545.113
45 15 0 560 -3.003 563.864
45 15 0 580 0.158 581.556
45 15 0 600 1.216 602.542
45 15 0 620 2.871 618.13
0 22.5 20 500 18.873 499,788
0 22.5 0 500 1.055 499,925
0 22.5 0 520 1.776 521.643
0 22.5 0 540 1.724 540.707
0 22.5 0 560 0.954 562.889
0 22.5 0 580 -0.486 581.504
45 22.5 -40 540 -40.735 539.487
45 22.5 -40 560 -39.552 561.367
45 22.5 -40 580 -39.218 579.003
45 22.5 -40 600 -39.264 600.22




45 225 -60 620 -59.652 619.313
45 22.5 -60 600 -60.586 600.593
0 30 20 480 19.361 480.556
0 30 20 460 21.524 460.062
0 30 20 440 19.149 439.147
0 30 0 440 2.873 440.528
0 30 0 460 0.835 459.506
0 30 0 480 0.979 481.154
45 30 -80 500 -80.929 498.24

45 30 -80 520 -79.728 518.766
45 30 -80 540 -80.109 538.809
45 30 -80 560 -81.288 559.592
45 30 -80 580 -81.333 579.211
45 30 -80 600 -79.335 600.292
0 375 0 480 -0.034 479.775
0 37.5 0 500 -0.372 498.834
0 375 0 520 -1.669 520.919
0 375 -20 520 -19.798 520.669
0 375 -20 500 -18.806 499.697
0 37.5 -20 480 -20.383 479.524
45 37.5 -100 440 -99.855 440.989
45 375 -120 420 -119.151 422.843
45 375 -120 440 -120.155 439.748
45 375 -120 460 -118.517 459.175
45 37.5 -120 480 -119.204 480.068
45 375 -120 500 -119.107 497.513
0 45 0 440 1.169 443.323
0 45 0 460 0.304 460.289
0 45 0 480 0.635 482.687
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