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Abstract

The ecosystem is an evolutionary result
of natural laws. Food Web (or Food Chain)
embeds a set of computation rules of natural
balance. Based one the concepts of Food
Web, one of the laws that we may learn from
the natural besides neural networks and
genetic algorithms, we propose a theoretical
computation mobile agent evolution on the
Internet. We define an agent niche overlap
graph and the agent evolution states. We also
propose a set of algorithms, which is used in
our multimedia search programs, to simulate
agent evolution. Agents are cloned to live on
a remote host station based on three different
strategies: the brute force strategy, the semi-
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brute force strategy, and the selective strategy.
Evolutions of different strategy are discussed.
Guidelines of writing mobile agent programs
are proposed. The technique can be used in
distributed information retrieval which
allows the computation load to be added to
servers, but significantly reduces the traffic
of network communication. In the literature
of software agents, it is hard to find other
similar models. The results of this research
only address a small portion of the ice field.
We hope that, this problem should be further
studies in the societies of network
communication, multimedia information
retrieval, and intelligent systems on the
Internet.
Keywords: Mobile Network Architectures,
Mobile Agent

2. Introduction

Communication over Internet is growing
increasingly and will have profound
implications for our economy, culture and
society. Form mainframe-based numerical
computing to decentralized downsizing, PCs
and workstation computers connected by
Internet have become the trend of the next
generation computers. With the growing
popularity of World Wide Web, digital
libraries over Internet plays an important role
in the academic, the business, and the
industrial worlds. In order to allow effective
and efficient information retrieval, many
search engines were developed. However,
due to the limitation of now-a-day network
communication  bandwidth, researchers
suggest that distributed Internet search
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mechanisms should overcome the traditional
information retrieval technologies, which
perform the controls of searching and data
transmission on a single machine. Mobile
agents are software programs that can travel
over the Internet. Mobile search agents find
the information specified by its original query
user on a specific station, and send back
search results to the user. Only queries and
result are transmitted over the Internet. Thus,
unnecessary transmission is avoided. In other
words, mobile agent computing distributes
computation loads among networked stations
and reduces network traffic,

3 Simulation

It is difficult to build our agent evolution
computing environment or any agent systems
form the scratch. Therefore, we choose
JATLite as the supporting system for our
simulation implementation. Another reason
for choosing JATLite is that agent written in
Java. Which can be achieve using JATLite,
can run on different computer environments,
since Java virtual machine is widely available
and Java applet agents can be run from most
Web browsers.

JATLite is a software library developed
at Stanford University for building software
agents, which communicate over the Internet.
Developed in the Java language. JATLite
used KOQML (Knowledge, Query and
Manipulation Language) as the agent
communication language. KQML is well-
developed and adapted to the agent research
community. JATLite bhas five layers: the
abstract layer, the base layer, the KQML
layer, the router layer, and the protocol layer.
The lowest layer is the abstract layer, which
uses TCP/IP protocol. The base layer handles
basic and store KQML messages. The router
layer is charge of sending and receiving agent
messages, as well as agent name registration.

The protocol layer supports some standard
Internet services, such as FTP, SMTP, HTTP,
and POP3. Since our agent evolution model
does mnot

rely on any specific low

communication protocol, most of the
functions we used are in the router layer and
the protocol layer.

The design of our agent simulation
environment is illustrated in figure 4. Based
on JATLite functions, it is convenient to
develop agents, which pass messaged to each
other. However, agent cloning is a technique
problem. When an agent program (e.g. a
search agent) is copied to a remote host
station, the agent need to be "alive" on that
station. However, the station where the
original agent program lives can not initiate a
process on a remote station. Therefore, in the
simulation environment, we have docking
agents 1o serve this purpose. A docking agent
is an agent daemon run on a host station. The
daemon is not part of agent evolution
computing, but is designed to support the
computing. A docking agent is constructed in
JATLite, with the ability to launch another
agent program (e.g., a search agent). Search
agents are used as an example in our
simulation. In our tested, we also consider
other types of agents. For instance, agents
intensively use network resources, such as
advertising agents, which deliver multimedia
information.

The agent cloning process includes a
number of steps, Firstly, when a search agent
is about to clone itself, the search agent send
a query to a commercial search engine. The
commercial search engine responses with a
set of URLs. Based on these URLs, the
search agent makes s copy of itself in a
remote station through the help of the



docking agent on that remote station (i.e., via
sending a clone message). After that, the
docking agent may start a new process to run
the search program. Note that, a docking
agent is installed in each host station of our
simulation environment. One of the reasons
of using docking agents is that when an agent
program is copied, the docking agent can
have a write access to the station where the
agent program is duplicated.

Docking agents send host station
messages to search agents. Thus, a docking
agent may kill a search agent if necessary.
Search agents may send agent messages to
each other. Search results are send back to
the agent who initiates the search goal via
query result messages. Each host station may
hold some search agents. But, holding a
message router of a host station is optional.
Message routers (or agent message routers)
are programs provided in JATLite tool. Their
responsibility includes allowing agent name
registrations, maintaining agent message
queues, and  sending/receiving  agent
messages. A message router in our
simulation  environment handles the
following types of messages:
® Agent Messages,
® Query Result Messages,
® Host Station Messages, and
® (leone Messages

Since a message router should be an

efficient to deliver messages, it is

recommended to install a message router
in station where an articulation search
agent lives. Articulation search agents
are connected to other search agents of
the same societies. Therefore, they
suggest efficient routes of

communication. A message router,

besides holding agent registration
information and an message queue, also
hold a repository which contain useful
information such as network status.

3.1 Evaluation of the Simulation

Different agent distribution mechanisms
have different impacts to the sizes of the
agent societies and the overall performance.
In the brute force agent distribution, agent
societies are growing due to the duplication
of agents, which are launched by the same
user, as well as different users. Therefore,
multiple copies of agents of the same priority
exist in the ACN. The complexity of agent
cloning algorithm is lower. But, network
traffic as well as the size of agent societies
are increased. In general, this cloning strategy
has a bad performance. In semi-brute force
agent distribution, agent societies increase
their sizes due to different users launch the
same goal of different priority. But agents
from the same user will not increase their
sizes upon the demand. Even the complexity
of the agent-cloning algorithm is higher. But
the amount of agents and thus network traffic
are reduced. In general, this strategy achieves
the best performance.

4. Conclusions

Mobile agent based software engineering is
interesting. However, in the literature, we did
not find any other similar theoretical

‘approach to model what mobile agents

should act on the Internet, especially how

mobile agents can cooperate and compete. A

theoretical computation model for agent

evolution was proposed in this paper.

Algorithm for the realization of our model

were given, Consequently, our contribution

in this paper are:

® We proposed a model for agent
evolution computing based on food web,
the law of natural balancing.

® We proposed s set of algorithm for the

distributed  computing  of  agent



programs.

® We implemented a  simulation
environment based on JATLite to
support our theory.

However, there are other extensions to
the evolution model. For instance, species in
the nature world learn form their enemies. In
our future model, agents can learn from each
other. We can add a new state, the "learning"
state, to the agent evolution states. When an
agent is in the dangling state, it can
communicate to other agents via some agent
communication  languages. = Computing
methods can be replicated from other agents.
And the agent transits to the mutating state to
wait for another new goal. In addition, when
a station lacks of system resource, an agent in
the suspending state can change its policy to
admit to the environment before it transits to
the searching state. These are the facts that
agents can learn. On the other hand, in the
cloning process, two agents on a station
sharing a common goal can be composed to a
new agent (1.e., marriage of agents). This
agent states. But, the destination station
where this new agent lives should be
compromised.

The evolution of computers has changed
form mainframe-based numerical
computation to networked stations. In line
with the success of Internet technologies, in
the future, computation and information
storage is not limited to a single machine. It
is possible that, an individual buy a primitive
computer that only has a terminal connected
to Internet. Person data and the computation
power are embedded within the Internet.
Mobile agent and agent evolution computing
will be very interesting and important. Qur
agent evolution model address only a small

portion of the ice field, which should be
further studied in the societies of network
communication, automatic  information

retrieval, and intelligent system:.
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