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Estimation in the Gompertz Distribution base on
Progressive Type I1 Censoring
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Abstract

We obtain estimation results concerning a progressively type-II censored sample
from the Gompertz distribution. The maximum likelihood method is used to derived
the point estimators of the parameters of the Gompertz distribution. An exact confi-
dence interval and an exact joint confidence region for the parameters of the Gompertz
distribution are constructed. Two numerical examples are presented to illustrate the
methods of inference developed here.

Keywords: Confidence interval; Joint confidence region; Maximum likelihood estimator;
Pivot; Progressively type-II censoring.



1 Introduction

The Gompertz distribution was originally introduced by Gompertz (1825). This distribution
is widely used to describe human mortality and establish actuarial tables. The probability
density function of a Gompertz distribution has the form:

AeCexp {—2(e® — 1)}, forz >0,
f(z) = {=¢ )} (1)
0, elsewhere,

where ¢ > 0 and A > 0 are the parameters. In recent years, this distribution has been studied
by several authors. Garg et al. (1970) investigated the properties of the Gompertz distri-
bution and derived the maximum likelihood estimators of the parameters. Gordon (1990)
examined the feasibility of maximum likelihood estimation of a mixture of two Gompertz
distributions when censoring occurs. Chen (1997) developed an exact confidence interval
and a joint confidence region for the parameters of Gompertz distribution.

In this study, we consider a censoring scheme called progressive type-II censoring. Under
this scheme, n units are placed on a test at time zero, and m failures are going to be
observed. When the first failure is observed, r; of the surviving units are randomly selected
and removed. At the second observed failure, 75 of the surviving units are randomly selected
and removed. This experiment stops at the time when the m-th failure is observed and the
remaining r,, =n—71y; — 73—+ — 'y — M surviving units are all removed. The statistical
inference on the parameters of some distributions under progressive type-II censoring has
been investigated by several authors such as Balakrishnan and Aggarwala (2000).

In this article, we consider progressive type-II censored data from a Gompertz distribu-
tion. We obtain the maximum likelihood estimators of the parameters in Section 2. We
derive an exact confidence interval for the parameter ¢ and an exact joint confidence region
for the parameters ¢ and A in Section 3. A numerical example is presented for illustration
in Section 4. Some conclusions are made in Section 5.

2 Point Estimation of Parameters

In this section, the maximum likelihood estimators (MLEs) for the parameters of Gompertz
distribution based on progressive type-1I censoring are derived.

Let X1, Xs,...,X,, be a progressively type-II censored sample from the Gompertz dis-
tribution, with censoring scheme r = (r1,79,...,7,). The log-likelihood function based on
the progressively type-1I censored sample is given by

m A m
log L(c, \) x mlog A +czxi - = [Z(n F1)e — n] ,
=1 i=1



and thus we have the likelihood equations for A and ¢ to be

810gL m 1 = CcT;
N :X‘E{E(nﬂ)el_n}:o’ ?
i=1
and
alogL i /\ i oy A = cx;
e _gsci-zg(n-kl)xie ~}—C—2 [;(f‘i+1)e —n} =0. (3)

The MLEs ¢ and ) can be obtained by solving the likelihood equations. Equation (2) yields
the MLE of A to be

~

mc

A= : (4)

m

Z(ri +1)e® —n

=1

Equation (3), in conjunction with the MLE of ) in (4), reduces to

m

. m Z(ri + 1) ;€%
Z.’L’i — mi:1 + %l‘ =0. (5)
=1 (ri +1)e¥ —n

i=1

Since (5) cannot be solved analytically for ¢, some numerical methods such as Newton’s
method must be employed.

3 Interval Estimation of Parameters

In this section, an exact confidence interval for ¢ and an exact joint confidence region for ¢ and
A are discussed. Let Y; = %(ecxi —-1),i=1,2,...,m. Itiseasy toshow that Y, <Y, < --- <
Y, 1s a progressively type-II censored sample from an exponential distribution with mean 1.

Let us consider the transformation Z; =nY;and Z; = (n—ry —- - —rioy — i+ 1)(Y; = Yiy),
for i = 2,...,m. Thomas and Wilson (1972) established that the generalized spacings
Zy,Zs,. .., Ly are independent and identically distributed as an exponential distribution

with mean 1. Hence,
V =27, =20

has a chi-square distribution with 2 degrees of freedom and




has a chi-square distribution with 2m — 2 degrees of freedom. We can also find that U and
V' are independent random variables. Let

’ D (ri+ 1)Yi—ny;
_ =1
h= (m -1V n(m-1)Y, (6)
and
T,=U+V=2) (n+1)Y. (7)

1=1

It can be seen that 7} has an F' distribution with 2m — 2 and 2 degrees of freedom and 75
has a chi-square distribution with 2m degrees of freedom. Furthermore, by Johnson et al.
(1994, p.350), T; and Ty are independent.

To obtain the confidence interval for ¢ and the joint confidence region for ¢ and )\, we
need the following lemmas.

Lemma 1. For any 0 <a < b,

s a strictly increasing function of ¢ for any ¢ # 0.
Proof. The proof of Lemma 1 can be found in Li (2000). O

Lemma 2. Suppose that 0 < a; < ay < -+- < a,,. Let

m

D (ri+ 1) —1) — n(e*™ — 1)
Tl(c) _ =1

n(m — 1)(ee — 1)

Then, Ty (c) is strictly increasing in ¢ for any c # 0. Furthermore, if

m

Z(m + 1)a; — na,
+ 75 =1

n(m—1)a, ’
the equation Ti(c) =t has a unique solution for any c # 0.

Proof. The proof of Lemma 2 can be found in Wu (2003). d
Let Fu, .,) denote the percentile of F' distribution with right-tail probability o and v,
and v, degrees of freedom. The following theorem gives an exact confidence interval for the

parameter c.



Theorem 1. Suppose that X;, i = 1,...,m, are the order statistics of a progressively type-I1I
censored sample from a sample of size n from a distribution which has density function (1),
with censoring scheme (r1,79,...,7m). Then a 100(1 — «)% confidence interval for c is:

<<P(X1, ooy X Fl—%(?m—2,2)) ) <P(X1, ooy X, F%(?m—2,2))) ;

where 0 < a < 1 and (X1, ..., X, t) is the solution of ¢ for the equation

Z(ri + 1)eri — netXt
i=1 _
n(m — 1)(eXr — 1)
Proof. The proof of Theorem 1 can be found in Wu (2003). O

Note that the lower confidence bound for ¢ obtained in Theorem 1 may be less than 0.
Since c is restricted to be nonnegative, the appropriate procedure is to replace any negative
bound with 0.

Let xg(u) be the percentile of chi-square distribution with right-tail probability o and v
degrees of freedom. An exact joint confidence region for the parameters ¢ and A are given
in the following theorem.

Theorem 2. Suppose that X;, ¢ =1,...,m, are the order statistics of a progressively type-I11
censored sample from a sample of size n from a distribution which has density function (1),
with censoring scheme (11,72, ...,Tm). Then a 100(1 — )% joint confidence region for c and
A is determined by the following inequalities:

(o (Xl, . .,Xm,Fmél—;—;&m_m)) <c<y (Xl, ooy Xy Fu 2:1_6,(27”_2,2))

2 2
4 CX1+\/2m(2m) Ny Cxl_ém@m)

m m ’

D (r+ DX -1 2y i+ (e 1)

\ =1 i=1

where 0 < a < 1 and o(X1,...,Xn,t) is the solution of c for the equation

Z(n + 1)eXi — netX
i=1 _ ¢
n(m — 1)(ec*r — 1)
Proof. The proof of Theorem 2 can be found in Wu (2003). O

4 Illustrative Examples

To illustrate the use of the estimation methods discussed in the article, the following example
is discussed.



Table 1: Progressively type-1I censored sample generated from the tumor-free time data

¢t 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
rz; 60 63 63 63 66 68 70 77 8 91 91 94 101 109 112 115
1 0 0 2 1 0 1 0 2 0 2 0 2 0 0 3

Example 1. Lee (1992, table 3.4) presented data on the tumor-free time in days of 30
rats fed with unsaturated diet. In analyzing these data, Chen (1997) assumed a Gompertz
distribution for the tumor-free times. For the purposes of illustrating the methods discussed
here, a progressively type-II censored sample of size m = 16 was randomly selected from the
n = 30 observations presented in Lee’s table 3.4. The observations and censoring scheme are
reported in Table 1. The 16 observations were generated in the following manner. We selected
the smallest observation from the original 30 observations, and then 7, = 1 of remaining 29
is selected at random and removed. We then selected the next 3 ordered observations and
then removed r4 = 2 at random from the remaining 25. The process is continued according
to the censoring scheme 7 to produce this data set.

Using the iterative formula described in Section 2, we determine the MLEs of ¢ and A to
be ¢ = 0.0505 and A = 0.00024, respectively. To find a 95% confidence interval for ¢, we need
the percentiles F{ oo5(30,2) = 39.4646 and Fjg75(30,2) = 0.2391. By Theorem 1 and using the
Fortran IMSL nonlinear equation solver, the 95% confidence interval for c is (0.0445, 0.1464).

Furthermore, to obtain a 95% joint confidence region for ¢ and A, we need the percentiles
Fo.012730,2) = 78.4528, Fygg73(30,2) = 0.1972, X§40127(32) = 52.4848 and X%.9873(32) = 16.8214.
By Theorem 2, a 95% joint confidence region for ¢ and ) is determined by the following
inequalities:

0.0405 < ¢ < 0.1595

16.8214¢ 52.4848¢
<A<

22(” + 1) (e — 1) QZ(ri +1)(e — 1)

5 Conclusions

We use the maximum likelihood method to obtain the point estimators of the parameters
of a Gompertz distribution based on a progressively Type II censored sample. We also
construct an exact confidence interval and an exact joint confidence region for the parameters,
respectively. To illustrate the use of proposed point and interval estimators, two numerical
data sets are analyzed.
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