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Abstract
1
 

A motion control structure with a distance fuzzy 

controller and an angle fuzzy controller is proposed 

to determine velocities of the left-wheeled motor and 

right-wheeled motor of the two-wheeled mobile robot. 

A PSO-based method is proposed to automatically 

determine appropriate membership functions of 

these two fuzzy systems so that the controlled robot 

can move to any desired position effectively in a 

two-dimensional space. A ratio coefficient coding 

method and a variable fitness function are considered 

in the proposed PSO-based fuzzy controller design 

method so that the proposed PSO-based method with 

a good searching efficiency and the selected fuzzy 

controller with a good control performance. 

Keywords: Particle Swarm Optimization (PSO) Algo-

rithm, Fitness Function, Fuzzy Control, Mobile Robot. 

 

1. Introduction 
 

Many motion controller design methods are proposed 

for two-wheeled robots so that they can move efficiently 

in a two-dimensional space [1-8]. One motion control 

problem of two-wheeled mobile robots is how to inde-

pendently control the left-wheeled motor and 

right-wheeled motor. Many controller design methods 

are based on the fuzzy system concepts and the evolu-

tionary computation technologies. Fuzzy systems can be 

applied in many fields. Fuzzy controllers have been 

proven to be good tools for real-time industrial processes, 

where they are difficult to obtain mathematical models. 

Genetic algorithm (GA) is one popular evolutionary 

computation technique to obtain an optimal solution. 

GA-based fuzzy controller design approaches have been 

proposed and applied in many different fields [9-12]. 

Particle Swarm Optimization (PSO) algorithm proposed 

by Kennedy and Eberhart [13] is another kind of evolu-

tionary computation techniques. The motivation for the 

development of this method was based on the simulation 

of simplified animal social behaviors such as fish 
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schooling and bird flocking. In this paper, a fuzzy con-

trol structure and a PSO-based method is proposed to 

determine the velocities of the left-wheeled motor and 

right-wheeled motor. Similar to Genetic Algorithms, the 

PSO algorithm is initial with a population of particles 

which are randomly generated in a search space. How-

ever in the PSO algorithm, there is no direct recombina-

tion of genetic material between particles during the 

searching process. The PSO algorithm works on a social 

behavior of particles in the swarm. It finds the global 

best solution by simply adjusting the trajectory of each 

particle toward its own best particle and toward the best 

particle of the entire swarm at each generation. The PSO 

algorithm is becoming very popular due to it can be eas-

ily implemented and quickly find a good solution 

[14-18]. 

In this paper, a PSO-based motion fuzzy controller 

design method is proposed to automatically determine 

appropriate membership functions of fuzzy systems to 

control a two-wheeled mobile robot so that it move effi-

ciently in a two-dimensional space. The rest of this paper 

is organized as follows: In Section 2, a two-wheeled 

mobile robot is described and a motion fuzzy control 

structure is proposed to determine velocities of its 

left-wheeled motor and right-wheeled motor. In the mo-

tion fuzzy control structure, two 2-input-and-1-output 

fuzzy systems: a distance fuzzy controller and an angle 

fuzzy controller are used to reduce the design complexity. 

In Section 3, a PSO-based fuzzy controller design 

method with a ratio coefficient coding method and a 

variable fitness function is proposed to automatically 

select the input and output membership functions of 

these two fuzzy systems. In Section 4, some results 

simulated in the 3D robot soccer simulator of FIRA [19] 

are presented to illustrate the efficiency of the proposed 

method. Finally, some conclusions are made in Section 

5. 

 

2. Motion Fuzzy Control Structure 
 

In this paper, the control system block diagram for a 

two-wheeled mobile robot can be described in Figure 1. 

A schematic diagram of the considered two-wheeled 

mobile robot is described in Figure 2, where xw-yw is the 

world coordinates and xm-ym is the local coordinates 

which is fixed to the robot with its center p as the origin. 

Its body is symmetric and the center of mass is at the 
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geometric center p of the body. R is the radius of the 

wheel and L is the displacement from the center of robot 

to the center of wheel. The set (x, y) represents the posi-

tion of the geometric center p in the world xw-yw coordi-

nates, and the angle θ indicates the orientation of the ro-

bot. The angle θ is taken counterclockwise from the 

xw-axis to the xm-axis. 
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Figure 1. Control system block diagram of the two-wheeled 

mobile robot. 
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Figure 2. Description of a two-wheeled robot for the motion 

control. 

 

The robot has two degrees of freedom in its relative 

position and orientation, so the robot posture can be rep-

resented by the vector (x, y, θ). Two postures of the robot 

are described in Figure 3, where p(x, y, θ) and pd(xd, yd, 

θd) denote the current posture and the desired (target) 

posture of the robot, respectively. θd is the angle of robot 

at the desired position. d is the distance between the cur-

rent position (x, y) and the desired position (xd, yd) of the 

robot, θ is the angle between the xw-axis and the head 

direction of the robot, φ is the angle between the xw-axis 

and the direction of the current position of the robot to-

ward the desired position of the robot, and α  is the 

angle between the head direction of the robot and the 

direction of the current position of the robot toward the 

desired position of the robot. The following equations 

are considered so that ]180,180[−∈α  in this proposed 

structure. 
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Figure 3. Description of the current posture p(x, y, θ) and the 

desired posture pd(xd, yd, θd) of the robot. 

 

Two wheels are fixed in the considered mobile robot 

and each wheel is independently controlled by each mo-

tor, so the mobile path of the controlled robot is deter-

mined by the velocities and the directions of these two 

motors. In this paper, the design object is to determine 

the velocities UL and UR of the left-wheeled motor and 

right-wheeled motor so that the two-wheeled robot can 

effectively move from the current position (x, y) to the 

desired position (xd, yd). As shown in Figure 1, the 

4-input-and-2-output motion fuzzy controller with four 

input variables: d (the distance between the robot and the 

destination), ∆d (the change quantity of motion distance), 

α  (the rotation angle of robot), and α∆  (the change 

quantity of rotation angle) are considered to determine 

two velocities UL and UR to control the left-wheeled 

motor and right-wheeled motor, respectively. When the 

values d and α  are respectively determined by Equa-

tions (1) and (2), then the values α∆  and ∆d can be 

respectively calculated by 

 )1()()( −−=∆ ttt ααα  (3) 

and 

 )1()()( −−=∆ tdtdtd  (4) 

Let d, ∆d α , and α∆ , are respectively represented 

by 
4321

 and ,,, xxxx . As shown in Figure 4, in order to 

reduce the design complexity, the 4-input-and-2-output 

fuzzy controller as shown in Figure 1 is decomposed into 

two 2-input-and-1-output fuzzy controllers named dis-

tance fuzzy controller and angle fuzzy controller. In the 

distance fuzzy controller, 
1

x  (d) and 
2

x  (∆d) are used 

to be the input variables and 
1

y  is the output variable of 

this fuzzy system. In the angle fuzzy controller, 
3

x  (α ) 

and 
4

x  ( α∆ ) are used to be the input variables and 
2

y  

is the output variable of this fuzzy system. When 
1

y  

and 
2

y  are obtained by these two fuzzy controllers, UL 
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and UR can be obtained by 
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Figure 4. System block of the motion fuzzy controller. 

The fuzzy rule bases of the distance fuzzy controller 

and the angle fuzzy controller are respectively described 

in Table 1 and Table 2. The fuzzy rules of the distance 

fuzzy controller and the angle fuzzy controller can be 

respectively described by 
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variables: 
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That is every variables have seven linguistic values: 

Negative Big (NB), Negative Middle (NM), Negative 

Small (NS), Zero (ZO), Positive Small (PS), Positive 

Middle (PM), and Positive Big (PB). As shown in Figure 

5, the triangle membership functions and the singleton 

membership functions are used to describe the fuzzy sets 

of input variables and the output variables, respectively. 

Based on the weighted average method, the final outputs 

of the distance fuzzy controller and angle fuzzy control-

ler can be respectively described by:  
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Table 1. Fuzzy rule base of distance fuzzy controller. 

x1 
y1 

NB NM NS ZO PS PM PB 

PB 
ZO 

y1(-3,3) 

PS 

y1(-2,3) 

PM 

y1(-1,3) 

PB 

y1(0,3) 

PB 

y1(1,3) 

PB 

y1(2,3) 

PB 

y1(3,3) 

PM 
NS 

y1(-3,2) 

ZO 

y1(-2,2) 

PS 

y1(-1,2) 

PM 

y1(0,2) 

PB 

y1(1,2) 

PB 

y1(2,2) 

PB 

y1(3,2) 

PS 
NS 

y1(-3,1) 

NS 

y1(-2,1) 

ZO 

y1(-1,1) 

PS 

y1(0,1) 

PM 

y1(1,1) 

PB 

y1(2,1) 

PB 

y1(3,1) 

ZO 
NB 

y1(-3,0) 

NM 

y1(-2,0) 

NS 

y1(-1,0) 

ZO 

Y1(0,0) 

PS 

y1(1,0) 

PM 

y1(2,0) 

PB 

y1(3,0) 

NS 
NB 

y1(-3,-1)

NB 

y1(-2,1) 

NM 

y1(-1,-1)

NS 

y1(0,-1) 

ZO 

y1(1,-1) 

PS 

y1(2,-1) 

PM 

y1(3,-1) 

NM 
NB 

y1(-3,-2)

NB 

y1(-2,2) 

NB 

y1(-1,-2)

NM 

y1(0,-2) 

NS 

y1(1,-2) 

ZO 

y1(2,-2) 

PS 

y1(3,-2) 

x2 

NB 
NB 

y1(-3,-3)

NB 

y1(-2,3) 

NB 

y1(-1,-3)

NB 

y1(0,-3) 

NM 

y1(1,-3) 

NS 

y1(2,-3) 

ZO 

y1(3,-3) 

 
Table 2. Fuzzy rule base of angle fuzzy controller. 

x3 
y2 

NB NM NS ZO PS PM PB 

PB 
ZO 

y2(-3,3) 

PS 

y2(-2,3) 

PM 

y2(-1,3) 

PB 

y2(0,3) 

PB 

y2(1,3) 

PB 

y2(2,3) 

PB 

y2(3,3) 
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NS 

y2(-3,2) 

ZO 

y2(-2,2) 

PS 

y2(-1,2) 

PM 

y2(0,2) 

PB 

y2(1,2) 

PB 

y2(2,2) 

PB 

y2(3,2) 

PS 
NS 

y2(-3,1) 

NS 

y2(-2,1) 

ZO 

y2(-1,1) 

PS 

y2(0,1) 

PM 

y2(1,1) 

PB 

y2(2,1) 

PB 
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ZO 
NB 
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NM 

y2(-2,0) 

NS 
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ZO 

y2(0,0) 

PS 
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PM 
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PB 
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NS 
NB 
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NB 
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NM 
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PS 
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PM 
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NB 
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NB 
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NB 
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ZO 
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PS 
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NB 
NB 

y2(-3,-3) 

NB 

y2(-2,3) 

NB 

y2(-1,-3) 

NB 

y2(0,-3) 

NM 

y2(1,-3) 

NS 

y2(2,-3) 

ZO 

y2(3,-3) 

 

When the input data of 
4321

 and , , , xxxx  are given, 

1
y  and 

2
y  can be determined by Equations (11) and 

(12), respectively. Therefore, the left-wheel velocity UL 

and the right-wheel velocity UR can be obtained by 
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Equations (5) and (6), respectively. The next posture 

))1(),1(),1(( +++ kkykx θ  of the mobile robot can be 

determined by the 3D robot soccer simulator of FIRA. 
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Figure 5. Membership functions: (a) the antecedent fuzzy sets 

for xi, (b) the consequent fuzzy sets for ym. 

 

3. PSO-based Fuzzy Controller Design Method 

 
The PSO algorithm is a computation technique pro-

posed by Kennedy and Eberhart. Its development was 

based on observations of the social behavior of animals 

such as bird flocking and fish schooling of the swarm 

theory. If a set g
p  with N  particles is called a popu-

lation in the g-th generation and expressed by 
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where n is the number of searching parameters and 
g

jh
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),(
 denotes the position of the j-th parameter  

( },...2,1{ nj ∈ ) of the h-th particle in the g-th generation. 

The procedure of PSO algorithm can be described as 

follows: 

 

Step 1: Initialize the PSO algorithm by setting g=1, 
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maximum value and minimum value of the j-th 

parameter (i.e., ],[ maxmin

jjj
ppp ∈ ). max

j
v  and 

min

j
v  are the maximum velocity and minimum 

velocity the j-th parameter. rand() is an uni-

formly distributed random number in [0,1]. 

Step 3: Calculate the fitness value of each particle in the 

g-th generation by  

 NhpfitpF
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h
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where fit(.) is the fitness function. 
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where Pbest

h
p  is the position vector of the h-th 

particle with the personal best fitness value 
Pbest

h
F  from the beginning to the current genera-

tion.  

Step 5: Find an index q of the particle with the highest 

fitness by 
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h
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and determine GbestF  and GbestP  by 
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and 
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q
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where  Gbest
p  is the position vector of the par-

ticle with the global best fitness value GbestF  

from the beginning to the current generation.  

Step 6: If g=G, then go to Step 12, Otherwise, go to Step 
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7. 

Step 7: Update the velocity vector of each particle by 
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where g

h
v  and is the current velocity vector of 

the h-th particle in the g-th generation. 1+g

h
v  is 

the next velocity vector of the h-th particle in the 

(g+1)-th generation. rand1() and rand2() are two 

uniformly distributed random numbers in [0,1]. 

1c  and 
2

c  are constant values. ω  is a weight 

value and defined by 
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Step 9: Update the position vector of each particle by 

 11 ++ += g

h

g

h

g

h
vpp  (29) 

where g

h
p  is the current position vector of the 

h-th particle in the g-th generation. 1+g

h
p  is the 

next position vector of the h-th particle in the 

(g+1)-th generation. 

Step10: Bound the updated position vector of each parti-

cle in the searching range by 
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Step11: Let g=g+1 and go to Step 3. 

Step12: Determine the corresponding fuzzy controller 

based on the position of the particle Gbest
p  with 

the best fitness value GbestF . 

 

How to appropriately code the searching parameters 

and design a fitness function are two important key 

points for the PSO algorithm to effectively search a good 

result. In this paper, a ratio coefficient coding method 

and a variable fitness function are proposed so that input 

and output membership functions of the fuzzy controller 

can be effectively selected. They are described as fol-

lows: 

  In the proposed motion fuzzy control structure de-

scribed in Section 2, seven linguistic items are consid-

ered for the input and output variables as described in 

Figures 5. If these membership functions have the sym-

metric properties. For example in Figure 5, 
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),1( 1j
a , 

),2( 2j
a , and 

),1( 1j
b  so that all the membership 

functions of these three variables 
121

 and , , yxx  are de-

termined. 
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and 
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where ,3,2,1,5,2,1 ,]1,0[
),(

==∈ jik
ji

 are ratio coeffi-

cients, ],,[ max

1

min

11
xxx −∈  ],,[ max

2

min

22
xxx −∈ and 

],[ max

1

min

11
yyy −∈ . That is, three ratio coefficients are 

needed to decide all the membership functions for each 

variable so that only nine ratio coefficient values of  

)3,5()2,5()1,5()3,2()2,2()1,2()3,1()2,1()1,1(
 and ,,,,,,,, kkkkkkkkk  are 

needed to determine all the input and output membership 

functions of 
121

 and , , yxx  for a distance fuzzy control-
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ler. Similarly based on the ratio coefficient coding 

method, nine ratio coefficient values of  

)3,6()2,6()1,6()3,4()2,4()1,4()3,3()2,3()1,3(
 and ,,,,,,,, kkkkkkkkk  de-

scribed in the following three equations are used to de-

termine these center values of 
),3( 3j

a , 
),4( 4j

a , and 
),2( 2j

b  

so that all the input and output membership functions of 

243
 and , , yxx  for an angle fuzzy controller are deter-

mined. 
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and 
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The position vector of each particle in the PSO algo-

rithm represents a fuzzy system and each fuzzy system 

has three linguistic variables, thus the position vector of 

the h-th particle in the g-th generation described in 

Equation (16) for a distance fuzzy system and an angle 

fuzzy system can be respectively expressed by 
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and 
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where ]1,0[
),,(
∈g

jih
k  and there are nine parameters (n=9) 

needed to be selected by the PSO algorithm for each 

fuzzy system. That is, }, , ,{
)3,1,()2,1,()1,1,(

g

h

g

h

g

h
kkk  

}, , , {
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kkk  and } , , {
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g

h

g

h

g

h
kkk  in Equation 

(37) are respectively used to determine input and output 

membership functions of 
121

 and , , yxx  for a distance 

fuzzy system. Similarly, }, , ,{
)3,3,()2,3,()1,3,(
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h
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kkk  
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kkk  and } , , {
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h
kkk  in Equation 

(38) are respectively used to determine input and output 

membership functions of 
243

 and , , yxx  for an angle 

fuzzy system. 

Moreover, a variable fitness function in the proposed 

PSO-based motion fuzzy controller design method is 

proposed and described by 
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where Tr( g

h
p ) and IAE( g

h
p ) denote the rise time (Tr) and 

the integral absolute error (IAE) of the control perform-

ance of the fuzzy controller corresponding to the posi-

tion vector g

h
p , respectively. The fitness function de-

scribed by Equation (39) is variable because g

1
δ  and 

g

2
δ  are two variables which are respectively determined 

by 

 )(
1

Gbestg
PTr=δ  (40) 

and  

 )(
2

Gbestg
PIAE=δ  (41) 

where P
Gbest

 is the particle with the global best fitness 

value. 

 

4. Simulation Results  

 
In the parameter setting of the PSO algorithm, we let 

G=50, N=40, 221 == cc , 9.0
max

=ω , and 2.0
min

=ω . 

Two motion control methods designed by GA and PSO 

are compared in this section, where the membership 

functions of two fuzzy systems in the proposed structure 

are design by the GA-based method and the PSO-based 

method, respectively. They are simulated in the 3D robot 

soccer simulator of FIRA and the control results are 

analysis by the MATLAB. Membership functions of d, 

∆d, Ud, α, ∆α, and Uα determined by the proposed 

PSO-based method are described in Figure 6 and Figure 

7, the results of the best ratio coefficient of the distance 

fuzzy controller is (0.53, 0.51, 0.49, 0.39, 0.40, 0.75, 

0.73, 0.86, 0.88) and the angle fuzzy controller is (0.81, 

0.67, 0.71, 0.52, 0.41, 0.56, 0.29, 0.59, 0.46) respectively, 

Four trajectories of robot controlled by the proposed mo-

tion fuzzy controller selected by the PSO-based method 

are shown in Figure 8, where the desired position is (0, 0) 

and four initial postures p(x, y, θ) of the robot are (-65, 

60, 180), (55, 60, 180), (-55, -90, 180), and (65, -30, 

180). Consider the initial posture (55, 60, 180), the con-

trol performance of the controller selected by the 

GA-based  method and PSO-based  method in the an-

gle and distance control are described in Table 3 and 

Table 4, respectively. Their search and control results in 

the angle and distance control are shown in Figure 9 and 

Figure 10, respectively. We can see that the PSO-based 
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method has the ability to quickly converge to a good so-

lution in the searching efficiency. Moreover, the control 

performance of the controller selected by the PSO-based 

method is better than that by the GA-based method.  

 

Table 3. Performance Comparison of GA-based method and 

PSO-based method in the distance control. 

Distance control Tr IAE 

GA-based method 14 169 

PSO-based method 14 153 

 

Table 4. Performance Comparison of GA-based method and 

PSO-based method in the angle control. 

Angle control Tr IAE 

GA-based method 4 105 

PSO-based method 4 81 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 6. Membership functions of (a) 1x , (b) 2x , and (c) 1y  

determined by the proposed PSO-based method. 
 

 
(a) 

 
(b) 

 
(c) 

Figure 7. Membership functions of (a) 3x , (b) 4x , and (c) 

2y  determined by the proposed PSO-based method. 

 

 

 
(a) (b) 

 
(c) (d) 

Figure 8. Trajectories of two-wheeled robot controlled 

by the proposed motion fuzzy controller selected by the 

PSO-based method and simulated in FIRA 3D robot 

soccer simulator from four initial postures. (a) (-65, 60, 

180), (b) (55, 60, 180), (c) (-55, -90, 180), and (d) (65, 

-30, 180). 
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(a) 

 
(b) 

Figure 9. Searching results of the GA-based method (solid line) 

and PSO-based method (dash line). (a) Distance control. (b) 

Angle control. 

 
(a) 

 
(b) 

Figure 10. Control results of the controller selected by the 

GA-based method (solid line) and PSO-based method (dash 

line). (a) Distance control. (b) Angle control. 

5. Conclusions 
 

A PSO-based motion fuzzy controller design method 

is proposed to determine velocities of the left-wheeled 

motor and right-wheeled motor of the two-wheeled mo-

bile robot so that the controlled robot can move to any 

desired position effectively in a two-dimensional space. 

A PSO-based method is proposed to automatically de-

termine appropriate membership functions of the fuzzy 

system. Two searching methods are simulated in the 3D 

robot soccer simulator of FIRA and the control results 

are analysis by the MATLAB. In the comparison, we can 

see that both the PSO-based method and the GA-based 

method have good searching results. But the PSO-based 

method has a better searching ability than the GA-based 

method. Moreover, the control performance of the con-

troller selected by the PSO-based method is better than 

that selected by the GA-based method. The proposed 

method has been implemented in an object oriented pro-

gramming method so that the implemented controller has 

the characteristics of high modularity and portability. In 

the practical application, the proposed fuzzy controller 

design method has been successfully applied to control 

two-wheeled mobile robots for the actual FIRA robot 

soccer tournament and it also has a good performance. 
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