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SUMMARY  An adaptive filtering algorithm based on the sliding win-
dow criterion is known to be very attractive for violent changing environ-
ments. In this paper, a new sliding window linearly constrained recursive
least squares (SW-LC-RLS) algorithm based on the modified minimum
mean squared error (MMSE) structure [9] is devised for the RAKE re-
ceiver in direct sequence spread spectrum code-division multiple access
(DS-SS CDMA) system over multipath fading channels, where the chan-
nel estimation scheme is accomplished at the output of adaptive filter. The
proposed SW-LC-RLS algorithm has the advantage of having faster con-
vergence property and tracking ability, and can be applied to the environ-
ments, where the narrowband interference is joined suddenly to the system,
to achieve desired performance. Via computer simulation, we show that the
performance, in terms of mean square errors (MSE), signal to interference
plus noise ratio (SINR) and bit error rate (BER), is superior to the con-
ventional LC-RLS and orthogonal decomposition-based LMS algorithms
based on the MMSE structure [9].

key words: DS-SS CDMA systems, multipath fading channel, narrowband
interference, multiple access interference, sliding window LC-RLS algo-
rithm

1. Introduction

The code-division multiple access (CDMA) system imple-
mented by the direct sequence spread spectrum (DS-SS)
technique is one of the most promising multiplexing tech-
nologies for cellular telecommunications services [1]-[4].
The SS communication adopts a technique of using much
wider bandwidth necessary to transmit the information over
the channel. In the DS-SS CDMA system, due to the in-
herent structure interference, referred to as the multiple ac-
cess interference (MAI), the system performance might de-
grade. To combat MAI, many efficient techniques such as
the de-correlating, minimum mean-square error (MMSE),
and minimum output energy (MOE) detectors were pro-
posed [5]-[12]. In which, the adaptive multiuser detec-
tors addressed in [9]-[12] are based on the modified MMSE
structure. With the modified MMSE structure [9] the adap-
tive filtering techniques were suggested to compensate the
effect due to channel amplitude and phase variation, and
hence improving the system performance. Where the chan-
nel estimation scheme addressed in [9], [10] is accomplished
at the output of the adaptive filter, in which the desired signal
to interference plus noise ratio (SINR) should be substan-
tially higher than the input of adaptive filter, and has good
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capability for wideband interference suppression.

Next, for DS-SS CDMA systems over frequency-
selective fading channels, the effect of intersymbol inter-
ference (ISI) will exist, such that a multiuser RAKE re-
ceiver has to be employed to combat the ISI as well as MAI
Since, in practical wireless communication environments,
there may have several communication systems operated in
the same area at the same time. In this paper, we will con-
sider the environment of DS-SS CDMA systems, where the
asynchronous narrowband interference (NBI) due to other
systems is joined suddenly to the CDMA system [13]-[15].
In general, when a system works in a stable state with adap-
tive detectors, a suddenly joined NBI signal will cause the
system performance to be crash down. Under such circum-
stance, the existing conventional adaptive RAKE detectors
may not be able to track well for the rapidly sudden chang-
ing NBI associated with the problems of ISI and MALI.

To circumvent the problem addressed above, in this pa-
per, a new sliding window (SW) linearly constrained (LC)
recursive least squares (SW-LC-RLS) algorithm is devised
for the RAKE receiver in DS-SS CDMA system over mul-
tipath fading channels. In [16], it has been proved that the
use of the RLS algorithm with the sliding window (SW) ap-
proach could achieve better tracking property over the con-
ventional RLS algorithm. With this approach, the sliding
window is used to discard old data to reduce the influence
of the past on the estimate. It is noted that the use of lin-
ear constraint (LC) is significant due to the fact that, ide-
ally, the adaptive weight vector with constraints could con-
verge to the short (spreading) code sequence of desired user,
which is independent of the parameters of forgetting factor
and window size. Such that the effect of MAI introduced
in the multiuser environments could be alleviated, success-
fully. On the other hand, the SW-RLS algorithm is very use-
ful for the time-varying environments as addressed in [16]
over the conventional RLS algorithm, and the selection of
window size depends highly on the environments of time-
varying systems.

Based on the discussion addressed above, in this paper,
the SW-LC-RLS algorithm is devised based on the modified
MMSE receiver structure described in [9] to achieve desired
performance for the adaptive multiuser detector to suppress
the MAI and NBI, simultaneously. The proposed scheme
can be viewed as a linearly constrained version of [16], and
is very useful for the environment of DS-SS CDMA sys-
tem over the multipath-fading channel with NBI, which is
joined suddenly to the system. The performance improve-
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ment, in terms of mean square errors (MSE), signal to inter-
ference plus noise ratio (SINR) and bit error rate (BER), of
the proposed algorithm will be verified via computer simu-
lation. With the same MMSE receiver structure of [9], the
performance of the proposed algorithm is compared with
the conventional LC-RLS and orthogonal decomposition-
based LMS algorithms, when deals with the problems just
described.

2. Signal Model Description

Let us consider a baseband synchronous DS-SS CDMA sys-
tem with K active users over multipath Rayleigh fading
channels. For convenience, we assume that the first user
is the desired user, and the received signal is given by

(1) = y(1) + v(t) + n(1) ey

with the transmitted signal, y(¢), being represented as

K L; N
Yy = Y A Y e O byt = Tipsit = nTe - 7i1)
i=1 =1 n=1
@)

where A; is the signal amplitude of ith user’s, b;(¢) and s;(¢)
are the corresponding information bearing waveform and
the signature waveform, with the length of the PN codes
to be N, respectively, and T is the chip period. Also, in (1)
n(r) is the additive white Gaussian noise and the narrowband
interference signal v(?) is denoted as

() = Arexp(j(wyt + 6p)) 3)

Aj, wy, and 0; are designated as the amplitude, the frequency,
and the phase of narrowband interference signal, respec-
tively. Moreover, there are L; fading paths for the ith user,
and a;,(t)e/*!® denote the complex attenuation of the Ith
path due to Rayleigh fading channel of the ith user, and 7;;
are the corresponding time delays. The signature waveform
of the ith user is defined by

N
si(t) = ) slu(t —mT,) @)

m=1
where s/ € {+1, -1}, form = 1,2,--- , N, is the mth element

of the spreading sequence, ¥(¢) is the chip waveform, and
N =T,/T, is the processing gain.

3. Adaptive Multiuser Rake Receiver

We assume that after the front-end chip-matched filtering
the received signal is sampled at the chip rate, T,, over a
bit interval T),. From (1) and (3), for the RAKE receiver
the equivalent discrete received signal vector of /th branch,
r;(m), at time t = mT}, + 71, can be expressed as

1971
ri(m) = by(m)a; (m)e'™s,

K
+ D bilm)a (m)e s,
i=2

K 2(L;—1)_
£ 20 > B, +viem) +m(m) ()
=1 p=2

where s;, for 1 < i < K, is the spreading code vector of the
ith user with unit norm, e.g., [|si[*> = 1. The third term of
(5) including b; ,(m) and s; , represents the part of ISI. More-
over, v,(m) is designated as the narrowband interference vec-
tor, and n;(m) denotes the AWGN vector, with zero mean.
In the receiver, for channel estimation, a pilot symbol-aided
modulation scheme described in [10] is employed, where
each pilot symbol is periodically inserted into data symbol
streams at every M data bits. We note that in the receiver of
the DS-SS CDMA systems, to improve the system perfor-
mance interference sources, viz., the wideband interference
(MALI and ISI) and the narrowband interference (NBI) in-
troduced by other communication systems, have to be min-
imized. In [9],[11],[12], the adaptive multiuser detector,
with the orthogonal decomposition-based LMS algorithm,
based on the modified MMSE criterion is employed. The
modified cost function results in separate the adaptive mul-
tiuser detectors for each multipath component [9], hence,
the adaptive RAKE receiver could be employed, in which
each receiver branch is adapted independently to suppress
interference. In [9], [11] the cost functions of the modified
MMSE criterion for the /th branch of the adaptive RAKE
detector is defined as:

Elle()I*] = Ell1,;()di(i) — wi (i)r,(i)] (6)

In (6) the desired signal can be viewed as d;(i) multiplied by
the ¢, ,(i) which is the estimate of c¢1,(i) = ay,(i)e/*'® of de-
sired user, where « ;(i) and ¢, ,(i) are amplitude and phase
of the /th channel path coefficient, respectively. Moreover,
w;(i) is the corresponding tap weight vector, and ()" de-
notes the Hermitian operation. The adaptive Rake receiver
based on the modified MMSE cost function of (6) is de-
picted in Fig. 1 [9], where the outputs of all adaptive receiver
branches are maximal-ratio combined to produce decision
variable. It is noted that the performance of the receiver
based on the modified MMSE criterion depends highly on
the accuracy of the estimated channel parameters. The most
commonly used way to estimate channel coefficient is the
moving average of pilot symbols, using input or output sig-
nal of the adaptive filter. However, the channel estimation
is performed before the adaptive filtering process, therefore,
the estimated channel information is very noisy. In Fig. 1, to
estimate channel parameters the output signal of the adap-
tive filter was employed [9], in which, the estimated /th path
of channel, ¢, (i), of desired user is obtained as follows:

N,
21) = 5 D bupli = MW i = jMEG = M)
J=1
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Fig.1  General block diagram of the adaptive multiuser RAKE detector.

where N, denotes the number of pilot symbols used for
channel estimation and b;,(i — jM) is the sequence of pi-
lot symbol of the desired user, know to the receiver, where
M denotes the insertion period of pilot symbols.

4. Sliding Window LC-RLS Algorithm

For notational simplicity, in what follows, the subscript in-
dicating the /th branch of the adaptive receiver is dropping
out and ignored. To derive the SW-LC-RLS algorithm for
individual branch of adaptive detector for DS-SS CDMA
system, the cost function is chosen to be the exponential
weighted least square value of the error,

e(iln) = d@) — wl ()r@), ie.,

e = . et ()

i=n—L+1

and as described earlier d(i) was defined as the d(i) =
¢1()d(i), and A(0 < A < 1) is the forgetting factor, which
controls the tracking capability, and L denotes the length of
sliding window. Cost function (7) is minimized subject to
the constraint:

wi(n)s; =1 (8)

where s; is the spreading code vector of the desired user.
The tap weight vector that minimizes the cost function (7),
subject to the constraint (8), is obtained through the La-
grange multiplier method. Consequently, the constrained
optimal least squares (LS) weight vector can be obtained
[17]

w(n) = R™' (m)0(n) + R (m)s[s] R (n)s; ]!
-[1 = s{R™ (m6(n)] ©)
where the input signal autocorrelation matrix, R(n), and the

input-desired signal cross-correlation vector, 6(n), are des-
ignated as

IEICE TRANS. COMMUN., VOL.E87-B, NO.7 JULY 2004

n

R(n) = Z et (i) (10)
i=n—L+1
and
6(n) = Z Air(Dd* (i), (11)
i=n—L+1

respectively. From (10) the recursive equation of obtain-
ing R(n) from R(n — 1), involved the terms of updating and
downdating, is described as follows

R(n) = AR — 1) + r()r’(n) — Arr(n — Lyr''(n - L)
(12)
Based on (11) and (12), the SW-LC RLS algorithm can be
derived. To do so, first, we recall that in deriving the conven-
tional SW-RLS algorithm, the procedure involves two steps,
viz., the updating and downdating. For convenience, we

may define the intermediate updating matrix, R,,(n), which
is given by

R, (n) = AR(n — 1) + r(n)r? (n) (13)
Moreover, we note that in (9) the constrained optimal weight

vector, w(n), consist of two terms, the first term is the un-
constrained optimal solution

Wune(n) = R™ (n)6(n) (14)

and the second term is related to the constraint parameter.
For further derivation, we let

gmn) = R (s (15)
on) = sI R™\(n)s, (16)
With the inversion lemma of matrix, the inverse of the in-
termediate updating matrix, R,,(n), of (13) is obtained as
follows
R.'n)=2"R'n—-1)+ 27 'k, mr! R (n-1)
(17)

where kK, is the Kalman gain vector of the updating proce-
dure

R~ (n - Dr(n)
A+ r2(mR1(n — Dr(n)

k,(n) = (18)

By right-multiplying both sides of (17) by the constraint
vector sy, it gives

g,(n =R, (m)s; =" [g(n - 1) = K, (mr (m)g(n — 1)]
(19)

Again, by left-multiplying both sides of (19) by the con-
straint vector s, and after some mathematical manipulation,
we have

en() = s| R (m)s) = 7' [p(n — 1) + p(mn(m)] ~ (20)

where scale-parameters p(n) and n(n) are designated as
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p(n) = s]k,(n) Q1)

and

n(n) = (ngn - 1) (22)

respectively. To apply the classical inverse for (20), ¢! (n)
can be easily obtained

@, (n) = A1 + qmy" ()™ (n — 1) (23)
where g(n) is defined by

¢ (n - Dp(n)
1 = n(nyg~'(n — Dp(n)
= 7'}, (W)sT k()] (24)

In order to discard the past data out of the data window,
downdating procedure has to be performed with (12) and
(13). In the downdating procedure, input signal autocorrela-
tion matrix R(#n) can be expressed as

qn) =

R(n) = R,,(n) — Ar(n — Lr'(n — L) (25)

With the similar derivation of (17), the inversion of matrix
R(n) can be expressed as

R'(n) = R (n) + ky(m)rf (n — L)R; ' (n) (26)

Again, ky is the Kalman gain vector of the downdating pro-
cess; i.e.,

R, !(mr(n - L)
L —rH(n - LR (m)r(n— L)

ky(n) = - 27)

Similarly, by right-multiplying both sides of (26) by the con-
straint vector sy, yields

g(n) = gu(n) + k(" (n — L)g,,(n) (28)
Substituting (26) into (16) and with the definition of (19)
and (23), it gives

@(n) = @u(n) + pu(M)m(n) (29)
where scale-parameters p,,(n) and 1,,(n) are defined as

() = s{ka(n) (30)

and

() = r(n — L)g,(n) (31)

respectively. The inversion of (29), ¢~!'(n), can be easily
obtained

¢ () = [1 = gu(mnu(mle,' () (32)
where g,,(n) is defined by

Gl wpnm)
T+ g oGy~ ¢ ST G3)

It should be noted that with the results derived above, (9)
can be implemented recursively. First, with the definition of
the unconstrained optimal solution defined in (14), (9) can

qm(n) =
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Table 1
algorithm.

Summary of sliding window linearly constrained RLS

e Summary of SW-LC-RLS Algorithm

>>  Initial Condition

R 1(0)=6 ' I, & =small constant

w(0)=s,
For n=1,2,....compute

w(n) =wn-1)
+[I-gn (1) @n~ (817 Ik (m)e* (nln-1)

-[L-g(n)¢~ (m)s” 1Ky (m)ey* (n — Lin)
m  Updating
e(nln — 1)=d(n) — w¥ (n — D)r(n)

_ Rlm-Drmn)
ku(n)= A+rH (mR~1 (n—=r(n)

R, ' (m)=A"'R™ (n-1)-27'k, (m)r mR~ (n-1)

g,.(n) =R, (m)s;

el () = [sTR; ! (m)s1]7!

m  Downdating
em(n — Liny=d(n) — {w(n — 1)
+[I - g, (e~ (msT Tk (m)e* (aln — DY r(n - L)

R, (n—Dr(n-L)

ka(m)= 1 LarH (i-L)R; (n—Dr(n-L)

R™'(n) = R;;! () + kg()r" (n — DR, ()
gn) =R~ (w)s

¢ ') = [sTR™ ' (m)s1]7!

be rewritten as
W(n) = Wine(n) + R7' (ms; [s{ R (m)s; ]!
(1 = 8] Wune(n)] (34)
After some mathematical manipulation, the updated equa-
tion of SW-LC LS weight vector can be obtained
w(n) = win—1) + [I - gu(n)g,, (0)s] ]
Ky (m)e*(nln = 1) = [I - g(n)g™" ()s] |
-ky(n)e,,(n — Lin) (35)
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where

e(nln— 1) = d(n) — w(n — Dr(n)
em(n—Lin) =d(n—-L) —{wn - 1)
+[I = gu(n)g,, (s} Ik, (me* (nln — D} 'r(n - L)

This completes our derivation, for convenience, it is sum-
marized in Table 1 as reference. We note that, basically,
the derivation of the SW-LC RLS algorithm is based on the
modified MMSE receiver structure described in [9].

5. Computer Simulation Results

In this section, to document the merits of our proposed SW-
LC-RLS algorithm, computer simulation results are given.
Also, the performance, in terms of MSE, output SINR and
BER, is compared with the conventional LC-RLS and the
LC-MMSE schemes, under the environment of synchronous
pilot symbol-aided BPSK DS-SS CDMA system over mul-
tipath fading channels. To do so, the up-link channel is con-
sidered and assumed that all active users are experiencing

10 T T T T T T T T

e A LMS
I B:LC-RLS
C: SWLC-RLS

narrow band interference
joined at 800 iteration
(JSR=20dB)

MSE
3,

L L 1 | !
20 400 600 800 1000 1200 1400 1600 1800 2000

number of iteration

SINR (dB)

A5k A:LMS narrow band interference i
1 B:LC-RLS joined at 800 iteration

C:SWLCRLS (JSR=20dB)
20k _(
25 ol I 1 I L

1 1 1
0 200 400 600 800 1000 1200 1400 1600 1800 2000
number of iteration

(b)
Fig.2  Learning curves comparison with different techniques under fad-
ing channel with a narrowband interference JSR=20dB (a) MSE (b) output
SINR.
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different multipath fading channels. In the computer simu-
lation, the non-orthogonal Gold codes with length N=31 are
employed. The channel bandwidth is 3.968 MHz, the car-
rier frequency is 2.0 GHz (consistent with that given in [9]),
and the mobile speed is set as 50 km/h. E}, /Ny of the desired
user is set to be 20 dB, and transmitter powers of all active
users are set to be equal. Each pilot symbol is periodically
inserted into data symbol streams at every eight data bits,
and the number of pilot symbols used for channel estima-
tion is 3 [9]. For each branch of the RAKE receiver all the
adaptive detectors, the number of taps in the filter is set to
N (Gold code chip length). The tap weight vector for the
adaptive filter is initialized as s;. To verify the improvement
of the proposed algorithm, a specific case is examined, in
which, an adverse circumstance for a strong NBI, with fre-
quency and phase of w; = 0.3x, ; = 0, respectively, and
joined at 800 number of bit iteration. The forgetting fac-
tor of SW-LC-RLS and LC-RLS algorithms is chosen to be
A =1, while the step size u = 1/maximal tap weight power
for LMS algorithm is selected.

A:LMS
B:LCRLS
C:SWLCRLS

MSE

narrow band interference |
joined at 800 iteration
0 (JSR=30dB)

L H L L L I
200 400 600 800 1000 1200 1400 1600 1800 2000

number of iteration

(a)

SINR (dB)

A:LMS
3L B:LCRLS narrow band interference i

X joined at 800 iteration
C: SWLC-RLS | / SR=3008)

1 1 1 H 1 1 1 1 L
0 200 400 600 800 1000 1200 1400 1600 1800 2000

number of iteration
(®)
Fig.3 Learning curves comparison with different techniques under fad-

ing channel with a joined narrowband interference JSR=30dB (a) MSE (b)
output SINR.
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—+ LMS
- LC-RLS
—— SW-LC-RLS

JSRin dB

Fig.4  Performance comparison of BER against joined JSR for RAKE
receivers combined with different adaptive multiuser detectors under 3-
paths fading channel.

In the first example, a fading channel with single path
is considered to investigate the tracking capability with
the proposed algorithm, where the performance, in terms
of MSE and SINR, is evaluated and compared with the
LC-RLS algorithm and the orthogonal decomposition-based
LMS algorithm. The results are shown in Fig. 2 and Fig. 3,
which are the averaging of 200 independent runs. In Fig. 2,
we assume the number of users is 5. In this case, a
strong narrowband interference with jammer-to-signal ratio,
JSR=20dB is suddenly joined at 800th iteration. The length
of sliding window of SW-LC-RLS algorithm is 100.

As shown in Fig. 2, the learning curve of MSE and the
output SINR with the SW-LC-RLS algorithm performs the
best. Also, the LC-RLS algorithm is superior to the one with
the orthogonal decomposition-based LMS algorithm. Next,
with the same parameter as in Fig. 2, except that JSR=30 dB
is used to replace. From Fig.3, we learn that the MSE
and SINR improvement are more significant compared with
other two algorithms, as shown in Fig.2. All other two al-
gorithms could not track the suddenly jointed NBI as good
as the proposed algorithm. Finally, with the adaptive mul-
tiuser RAKE receiver for a downlink multipath-fading chan-
nel with 3 paths, and 10 users, the BER is depicted in Fig. 4,
for comparison. Here, the BER performance is represented
as a function of JSR. In this plot, the case with a sud-
denly joined NBI is also considered. Again, we observed
that the proposed SW-LC RLS algorithm has the superior
performance compared with the LC-RLS algorithm and the
orthogonal decomposition-based LMS algorithm. We may
conclude that the proposed scheme is very useful in practi-
cal wireless communication systems, where the MAI, ISI as
well as a NBI introduced by other communication systems
could be solved simultaneously.

6. Conclusions

In this paper, a new sliding window linearly constrained

1975

RLS algorithm has been devised for the DS-SS CDMA sys-
tem over multipath fading. With the proposed algorithm
associated with the modified MMSE receiver structure [9],
the effect of the narrowband interference (NBI) due to other
system, the MAI as well as ISI of the DS-SS CDMA sys-
tem over multipath fading channel could be alleviated ef-
fectively. It has the advantage of faster convergence and
better tracking capability compared with the conventional
linearly constrained RLS algorithm as well as the orthogo-
nal decomposition-based LMS algorithm [9], when the NBI
was joined suddenly to the DS-SS CDMA system. The per-
formance improvement, in terms of the mean squared error,
output SINR and the BER, has been verified from simula-
tion results. Besides, the proposed algorithm retained the
advantage of the sliding window and the direct linearly con-
strained optimization approaches. We then concluded that
the SW-LC-RLS algorithm proposed in this paper is very
suitable for multipath fading channels affected by varying
strong narrow band interference DS-SS CDMA systems to
gain the better convergence.
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