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In this project, we consider two
problems. The first problem is related to
optimal allocation problem for choosing
sample size. The second problem is related
identification of the best normal population
under some thresholds of related pérameters.
In the first problem we have proposed a

Bayes solution which can be used to compute

the optimal n. For the second problem, we

consider ]{( k> 2) populations whose mean

g, and variance o’ are all unknown. For

given control values 6, > o,and §,, we are

interested in identifying some population
whose mean is most closed to 6,. A Bayes
approach is set up and an empirical Bayes
procedure 1s proposed which has been shown

to be asymptotically optimal.

Keywords and phrases : Best population
identification, multiple criteria, empirical

Bayes rule.

1. Introduction

In this second year project, we consider

- two kinds of problem.

The first problem relates to optimal
allocation of number of items for life testing.
In a batch of N items, we take a part of n
items for experiment. Based on the
experimental data, we need to conclude a
decision if the batch is to be accepted or
rejected. Three kinds of losses are considered.
Loss due to rejection of batch if it meets
requirement, cost of each item for experiment

and cost of unit time for testing. Since life

time is type I-censored, two quantities are to



be determined, théy are the number of n and
the censoring time t. We propose a Bayes
solution for this design problem. The solution
consists of optimal values for n and t and a
decisjon that the batch is to be accepted or
rejected.

The second problem relates to
identiﬁcatioﬁ of certain population which
meets some requirements. Suppose k Normal
populations z; are under consideration and
samples are taken from each population. =,

has meand, and varianceo; which are both
unknown. Let 6, , 8, and o, are control

values. We consider the following

requirements

LetS$ = {7@ lo? < 53} , 7, isconsidered

the bestif 7, € 5],

6,-6,|<3, and
|6'J. - 6’0| = mjn|9j - 90! where minimum is

taken over =« ;

inf§,.

It is to be noted that neither (1) includes
(2) nor (2) includes (1). They are also not
exclusive to each other. In the formulation of

problem, we assume that the mean & has a

normal prior with unknown parameters. A

Bayes procedure is proposed to identify the
best population for each requirement

respectively.

2. Optimal allocation and Its Decision

Let X,,..,X, denote the lifetimes of

the n components put on a life test

experiment. It is assumed that X|,.., X, are
mutually independent, follow an exponential
distribution having expected lifetime & = AT
We denote such an exponentiai distribution
by E(4). Let X <..<X, be theorder
statistics of X,..., X, . Since the sample is

subject to type 1 censoring at time t, the true

observations are -

Y. = min(X(,.),t) 1 = L.,0.

Then,

M= M(n,t) = max{f.X(l.) <t,[= 1,...,11}
is the number of failures by time t, M and
Y (M,t)=({Y,,..Y,) arethe observable
random variables and

Y(me,M)=Y." ¥, +(n-M)t is the total

lifetime of the ; items up to time t.

Suppose that a batch of lifetime



components is presented for acceptance
sampling. Let a denote an action on this
problem of acceptance sampling. Whena =1,
it means that the batch is accepted, and when
a =Q, it means to reject the batch. For the
given1 sample size 7, censoring time t and

parameter A, the loss of taking action a 1is

defined as :

L(a,4,n,t)=ah(A)+(1-a)Cy+ nC, + (),
where C},C,and (are positive constants,
C :the cost per item inspected,

C, :the cost per unit time used for life test,

C, :the loss due to rejecting the batch,

and ]1(/1): the loss of accepting the batch.

Since =217 is the expected lifetime,
larger A indicates smallerd.

Then, for the fixed sample size n and

the censoring time t, the Bayes decision

function & 3( |n,l‘) ,1s given by :

6, (m,y(m,t)ln,t)

:{1’ if @,(m,y(n,t,m))<

Cs,

0, . otherwise.
where
¢, (m,y(nt,m))
= [ 6(2)e(A|m,y (m.1)) d2

Algorithm :
(1) start with 7 =0, compute r(0,0,55.).
(2) For each n=1,..,10 ,

r(n,t,c?g( ln,r))

r(n,[,5g( ln,f)) withrgspecttot. We

compute

and minimize

denote the minimizer by, (7).

(3) Computer the risks among r (0, 0,0 B)

and r(n, ty(n),8, ( In, ts (n))) :
LetS ={ne I, |r(nts(n))< 7(0,0.5,)}
Then, n,is determined as

ifS=¢
i S=¢

0,
Mg =9 .
5 {mm{n|n € S},
3. Bayes solutions to Best Population

Identification Counsider the following

loss

390' =

o]

£

-a)y.a (crj2 -0, )[{a,.w(,}

i=0

+(1

for some prefixed a(0<a<1), where

; =16, 6] and Ay =min A

Q<isk

For each/=1,...k, let X.,.., X, be

13402

an independent random sample of size M



from a normal population 7z, with mean &,
and o>0. It is assumed that 6, is a
realization of a random variable @, with a

normal prior distribution N (,ul.,rl.z), where

-

., and 77 are both unknown. The random

variables ©® ®, are assumed to be

134+
mutually independent.

For each populationrz,,s=1,.,&£, we
the unknown

estimate parameters

N ( ,u,.,rl.z) and o based on the past data

p e

ar J=Loo M, t=1.,n. We denote

__l__M _l, n
X:‘.r'M;XM’ Xi(n)_ﬂg;Xﬁr’

W, ? =-—1——§:(X X )2
e M_]. = i 1.t ’

é‘f (n)= -—I—ZH:(X,-.; - X (”))2

n-1 =1
1 &
pViz (U) =;§LV:'.:2'

Define

28 im0
~ ~ ¥ I = ;
¢m(Xi)= = 2 O-fnz y 5 2 :

.o +—A[—ﬂ,~n v, otherwise.

o, if 1=0;
--2 _f _
Vi (%) /(——AH/{;+L2J otherwise
o-l'n n
and

() 8’ ifi
me Vi (ii)+(($m(~;')_90)2 other
and also define

3

5’
U

Hin (fl)
Foreachxe y ,let

Q,(%)

a

Again, define

i, =1 (%)

if1=0;
o 2 Z,
ifé, >0,

otherwise

U, (%)=max 0, (%,).i = 0,1,...,k}

7 oagigk M

_|0 if Q,(%)={
min{i |ieQ,(£).i= 0} otherwise.

Then, an empirical Bayes identification ruls

d"= (dg”,df”,...,d;”) as follows

{d;‘.” (7)=1,

d"(%)=0, for j#1,,
Theorem @ Assume o #0, , for a
;/=1,.,k. The proposed empirical Baye

identification rule @"" (,?) is asymptoticall:

optimal.



4. Reference

[1] Gupta, S.S., et al. (1994) . Empirical
Bayes rules for selecting the best
normal pol;ulatioh compared with a
cofltr_ol, Statistics and Decisions 12,
125-147.

[2] Huang, W.T. and Lai, Y.T. (1999) .
Empirical Bayes procedure for
selecting the best population with
multiple criteria, Ann. Inst. Statis. Math.

Vol. 51, No. 2, 281-299.



% 53 B B B 431 %2 4 ( The 53" Session of ISI) & 3% 4 7%
REIREEHM FXH

% 53 B B % %3 2 4 (The 53" Session of International Satatistics
Institwte) A A+ FANB —+ 2+ A B EHRERTHY
COEX(Convention and Exhibition Center)$ 47 « —t7EH] » B

HWFERBAEB AR 5 EF 0 Jpadiia & "Multiple
comparisons,Ranking,Selection and Related Topics”.#k & % session chairman.
#E #6978 8 & Generalized subset selection under Normality” - & #2427
Ranking and Selection iE 48 —+ F R eI 4r K1 RE » FIRFR AMIRE T
THGFERERY Lk ERFABRASERIERR S FHERAERFAAL
Ko TEREAMEFE -—EAMRAE  BEARXKARGEHE
(FEFE R Fik)e sbsh AR T $8 & KR & th(noise ratio) 24 & quantile
ZEERA BREESH S —BROSFH(EEE) - :

B & #% % 518 session £ A > FRABEAERE —E% - RIGEey LA
FOARH  ABBARY - AP AR ABAHMRBCERNAE EREFA
IR AT RBE - AT HTAHPHER  EAEHAGER
F+ 5ot EENMEHABUREFBIHELR  REZAETRAHE
Ko @RFHEBE - F AP EBRGL — B EHBR G E L
EE (KREE)RE - EXEFHBAETE -~ HARERRNEILRRA -
AARARFELANEERETABNRERAR - 2 T HIERIER -
/MR AZEMEALE -~ REEHEFMEAMEHAT LERERA
¥ o W R A FROR R RACP R AE -

T F e £ 4 invited X AE R E 76 18 2 % contributed paper 48 3% 164
B HoFRIT—R > FR2003F8AALELBRAAKRTZE -

HAHBHMERGHE  FETHA HATHEAN HHTHR A
BEEROGTER  EXGHEL BEAGTAEA T RELRRI
TR EHHEE - A4 28 3BT T B K% E(farewell party) - W %
W —HE 29 B FTHAALMELER -

E%@%@’ﬁ&&ﬁ%mTﬁﬂ%ﬁkﬁ%#%&i%ﬁg’ﬁ¢
& K2 %3t % #1042 David Moore B #h 6 K K (35 45) -

BRAES 0 ISI F ¢ R EAHAAM M ERA KRG AIE G T
TR E#ﬁf*ﬂﬁm@a » 3 % T session chair, A R L, &84 HEF &
% &R (M Lk B ARBERER)-



