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Abstract. We consider the following differential equation on a time scale T
yo2(t) + Pty(o(t)) =0, tea,b]NT
together with focal boundary conditions

y(a)=0,  y>(o(b) =0

where a,b € T and a < o(b). By using two different fixed point theorems, criteria are
established for the existence of triple positive solutions of the boundary value problem. We
also include some examples to illustrate the results obtained.
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1. INTRODUCTION

In this paper we shall consider the focal boundary value problem on a time scale T
y22(t) + Pt y(o(t) =0, t € [a,0]
y(a) =0,  y3(a(b)) =0

where a,b € T with a < o(b), and P : [a,0(b)] x IR — IR is continuous.
To understand (F), we recall some standard definitions as follows. The reader may refer
to [1] for an introduction to the subject.

(F)

(a) Let T be a time scale, i.e., T is a closed subset of IR. We assume that T has the topology
that it inherits from the standard topology on IR. Throughout, for any a,b (> a), the
interval [a, b] is defined as [a,b] = {t € T | a <t < b}. Analogous notations for open
and half-open intervals will also be used in the paper.

(b) For t < supT and s > infT, the forward jump operator o and the backward jump
operator p are respectively defined by

ot)=inf{reT|7>t} €T and p(s)=sup{r €T |7<s}eT.



(c) Fixt € T. Let y : T — IR. We define y(¢) to be the number (if it exists) with the
property that given € > 0, there is a neighborhood U of ¢ such that for all s € U,

[y(o()) = y(s)] = y*(B)]o(t) = sl < elo(t) —s].

We call y2(t) the delta derivative of y(t). Define y*2(t) to be the delta derivative of
y2(1), e, Y22 (1) = (y2(1)*.

(d) If FA(t) = f(t), then we define the integral

A solution y of (F) will be sought in C[a,c?(b)], the space of continuous functions {y :
la,0%(b)] — IR}. We say that y is a positive solution if y(t) > 0 for t € [a, a*(D)].

Boundary value problems have attracted a lot of attention in the recent literature, due
mainly to the fact that they model many physical phenomena which include gas diffusion
through porous media, nonlinear diffusion generated by nonlinear sources, thermal self-ignition
of a chemically active mixture of gases in a vessel, catalysis theory, chemically reacting systems,
adiabatic tubular reactor processes, as well as concentration in chemical or biological problems,
just to name a few. In all these problems, only positive solutions are meaningful. Many papers
have discussed the existence of single, double and triple positive solutions of boundary value
problems on the real and discrete domains, we refer to [2-9] and the monographs [10, 11]
which give a good documentary of the literature. A recent trend is to consider boundary
value problems on time scales, which include the real and the discrete as special cases, see
[12-17].

In the present work, both fixed point theorems of Leggett and Williams [18] as well as
of Avery [19] are used to derive criteria for the existence of triple positive solutions of (F).
In addition, estimates on the norms of these solutions are also provided. Not only that new
results are obtained, we also discuss the relationship between the results in terms of generality,
and illustrate the importance of the results through some examples. Moreover, it is noted that
the boundary value problem (F) considered has a nonlinear term P which is more general than
those discussed in the literature.

The paper is outlined as follows. In Section 2 we state the necessary definitions and fixed
point theorems. Our main results and discussion are presented in Section 3. Finally, three
examples are included in Section 4 as illustrations.



2. PRELIMINARIES

In this section we shall state some necessary definitions and the relevant fixed point theo-
rems. Let B be a Banach space equipped with the norm || - |.

Definition 2.1. Let C' (C B) be a nonempty closed convex set. We say that C' is a cone
provided the following conditions are satisfied:

(a) If w e C and a > 0, then au € C;

(b) If ue C and —u € C, then u = 0.

Definition 2.2. Let C' (C B) be a cone. A map v is a nonnegative continuous concave
functional on C' if the following conditions are satisfied:

(a) ¥ : C — IRT U {0} is continuous;

(b) ¥(ty+ (1 —1t)z) > t(y)+ (1 —t)(z) for all y,z € C and 0 < t < 1.

Definition 2.3. Let C' (C B) be a cone. A map [ is a nonnegative continuous conver
functional on C' if the following conditions are satisfied:

(a) §:C — IR U{0} is continuous;
(b) Bty + (1 —t)z) <tB(y)+ (1 —t)B(z) forall y,z € C'and 0 < t < 1.
Let v, 3,© be nonnegative continuous convex functionals on C' and «,® be nonnegative

continuous concave functionals on C'. For nonnegative numbers w;, 1 < ¢ < 3, we shall
introduce the following notations:

Clwr) ={ue C| |lull <w},

(¢, w1, w2) ={u € C | P(u) 2wy and [lul] < w.},
(v, wi) = {u € C[~y(u) <un},

(7, a,wy,we) ={u € C'| a(u) > wy and y(u) < ws},
(

(

(

T v Q

Qv, B, wi,we) ={u e C | f(u) <ws and y(u) < ws},
7,0, a,wi, wa,ws) ={u € C'| a(u) = wi, O(u) < wp and y(u) < ws},

)

Q(Y, B, ¢, wi, wa, w) = {u € C | P(u) 2wy, fu) < wz and y(u) < ws}.

The following fixed point theorems are needed later. The first is usually called Leggett-
Williams’ fixed point theorem, and the second is known as the five-functional fixed point the-
orem.



Theorem 2.1. [18] Let C' (C B) be a cone, and wy > 0 be given. Assume that ¢ is a
nonnegative continuous concave functional on C' such that 1 (u) < ||u|| for all v € C'(w,), and
let S : C(wy) — C(w,) be a continuous and completely continuous operator. Suppose that
there exist numbers wy, wy, w3 where 0 < w; < wy < ws < wy such that

(a) {u € C(Y,wa,ws) | ¥Y(u) >we} # 0, and ¥ (Su) > we for all u € C(Y, wa, ws);
(b) [|Sul| < w; for all u € C(wy);
(c) ¥(Su) > wy for all u € C(¢,wy, wy) with ||Sul| > ws.
Then, S has (at least) three fixed points u', u? and u? in C(w,). Furthermore, we have
ul € E(wl), u? € {u e C(w,gg,uu) | (u) > wa} 2.1)
and v € Clwy)\ (C(’l/},’wg,'LU4) U C(wl)) )

Theorem 2.2. [19] Let C' (C B) be a cone. Assume that there exist positive numbers ws, M,
nonnegative continuous convex functionals ~, 3, © on C', and nonnegative continuous concave
functionals «, 1 on C, with

a(u) < Fu)  and Jul] < My(u)

for all u € P(y,ws). Let S : P(y,ws) — P(v,ws) be a continuous and completely continuous
operator. Suppose that there exist nonnegative numbers w;, 1 < i < 4 with 0 < wy < w3
such that

(a) {u € P(v,0,a,ws,ws,ws) | a(u) > ws} # 0, and a(Su) > ws for all u € P(v,0,q,
'LU3,'LU4,'LU5);

(b) {u € Q(v, 8, ¢, w1, wa,ws) | Blu) < wa} # 0, and F(Su) < wy for all u € Q(v, 5,9,

Wy, Wa, Ws);
(¢) a(Su) > ws for all u € P(v, o, w3, ws) with O(Su) > wy;
(d) B(Su) < ws for all u € Q(, B, w2, ws) with ¥ (Su) < w;.
Then, S has (at least) three fixed points u', u? and u? in P(7y,ws). Furthermore, we have
Bu') < wy, a(u?) >ws, and B(u®) >wy, with a(u?) < ws. (2.2)
For clarity, we shall list some conditions with respect to the boundary value problem (F)

that are needed later. Note that in these conditions, y” = yoo, B = Cla, o?(b)], and the sets
K and K are given by

K={yenB | y(t) >0 for t € [a,0°(b)] }

and

K= {y e K } y(t) > 0 for some t € [a,az(b)]} = K\{0}.



(C1) Assume that

P(t,y°) >0, ye K, t€a,o(b)] and P(t,y°) >0, ye K, t € la,o(b)].

(C2) There exist continuous functions f,pu, v with f : RT U {0} — IRT U {0} and pu,v :
[a,0(b)] — IRT U {0} such that
ult) f(y7) < Pt.y”) v f(y7), ye K, telaob)
(C3) There exists a number 0 < ¢ < 1 such that

w(t) > cv(t), t € la,o(b)].

3. MAIN RESULTS

Let the Banach space

B={y | yeClas®)) (3.1)
be equipped with norm
lyll="sup [y(t)]. (3.2)
tea,02(b)]

To apply the fixed point theorems in Section 2, we need to define an operator S : B — B
so that a solution y of the boundary value problem (F) is a fixed point of S, i.e., y = Sy. For
this, let G(¢, s) be the Green’s function of the boundary value problem

—yA2(t) =0, tE€[a,b]

(3.3)
y(a)=0,  y*(o(b)) =0.
If y is a solution of (F), then it can be represented as
a(b)
vty = [ Gt Pls.alo(s)As, te la.o*(B)]
Hence, we shall define the operator S': B — B by
o(b)
Sy(t) = / G(t,s)P(s,y(o(s))As, t € [a,0(b)]. (3.4)

It is clear that a fixed point of the operator S is a solution of (F).
Our first lemma gives the properties of the Green’s function G(t,s) which will be used
later.



Lemma 3.1. [15] It is known that
(4) Gt 5) ={ e f=s
ols) —a, ols) <t
(b) 0< G(t,5) < Glo(s).5), (t5) € [a,0%(b)] X [a,0(5)]
(c) for fixed m such that a < m < o2(b), we have
G(t,5) > MG(o(s),5), (t,5) € [m, o*(B)] x [a, o(b)]

where the constant 0 < M < 1 is given by

m—a
M=-"2
a2(b) —a
As an example, when m = {[3a + o(b)], we have M = i;((bg)__z.

(
Lemma 3.2. The operator S defined in (3.4) is continuous and completely continuous.

Proof. From Lemma 3.1(a), we have G(t,s) € Cla,c?(b)], t € [a,0%(b)] and the map t —
G(t, s) is continuous from [a, 0?(b)] to Cla,c?(b)]. This together with P : [a,0(b)] x R — IR
is continuous ensures (as in [12]) that S is continuous and completely continuous. O

Next, we define a cone in B as
C= {y €EB ‘ y22(t) < 0 for t € [a,b], y(t) is nondecreasing for t € [a, o(D)],
and y(t) > 0 for t € [a, 0—2(5)].} (3.5)

Note that C' C K. Moreover, a fixed point of S obtained in C' will be a positive solution of
the boundary value problem (F).

Lemma 3.3. Let (C1) hold. Then, the operator S maps C into itself.
Proof. Let y € C. From (3.4), Lemma 3.1(b) and (C1) we have

o (b)
Sy(t) = / G(t,s)P(s,y(0(s)))As >0, t € [a,d*(b)]. (3.6)

Next, it is clear from (3.4) and (C1) that
(Sy)22(t) = —P(t,y(o(t)) <0, t € [a,b]. (3.7)

It follows that (Sy)2(t) is nonincreasing for t € [a, o(b)]. Hence, we have for t € [a, o(b)],

o (b)
(Sy)2(t) > (Sy)A(U(b))Z/ G®(o(b),s)P(s,y(o(s)))As = 0.

This implies that Sy(t) is nondecreasing for ¢t € [a, 0%(b)]. Together with (3.6) and (3.7), we
have shown that Sy € C. O



Remark 3.1. If (C1) and (C2) hold, then it follows from (3.4) and Lemma 3.1(b) that for
y € K and t € [a,0%(D)],

o(b) o(b)
/ G(t,5)u(s) f(y(o(s)))As < Sy(t) < / G(t,s)v(s)f(y(o(s)))As. (3.8)
Moreover, using (3.6), (3.8) and Lemma 3.1(b), we obtain for ¢ € [a, o?(b)],

o(b) o(b)
ISy(t)IzSy(t)S/ G(t,s)v(s)f(y(a(s)))Aséf G(a(s), s)v(s)f(y(o(s)))As.

Therefore, we have

o (b)
1Syl S/ G(o(s),s)v(s)f(y(o(s)))As. (3.9)

Let a < m < o?(b) be fixed such that
n=min{t € T |t >m}

exists and satisfies m < n < o(b). Also, let 71,7, 73,74 € [a,0%(b)] be fixed with 73 > 7 and
T4 > T1. For subsequent results, we define the following constants:

o(b) o(b)
q = / G(a?(b), s)v(s)As :/ lo(s) — alv(s)As,

o(b) o(b)
r o= / G(n,s)u(s)As = / (n —a)u(s)As,
p(7s) p(7s)
d = /T2 G(72, $)u(s)As = /T2 (19 — a)u(s)As,
o(b) o(b)
dy = / G(o?(b), s)v(s)As = / lo(s) — alv(s)As,
ds = /a G(o*(b), s)v(s)As :/a lo(s) — alv(s)As,
p(T4) p(T4)
dy = / G(74, 8)v(s)As = / lo(s) —alv(s)As,
™ o(b)
ds = / G(74, 8)v(s)As + /( | G(74, 8)v(s)As
™ o(b)
= / [o(s) — alv(s)As + /( | (14 — a)v(s)As. (3.10)

(o

Lemma 3.4. Let (C1) and (C2) hold, and assume



(C4) the function [o(s) — a]v(s) is nonzero for some s € [a, o (b)).
Suppose that there exists a number d > 0 such that for 0 < x < d,

flz) < ¢ (3.11)
q
Then,
S(C(d)) € C(d) c C(d). (3.12)
Proof. Let y € C(d). Then, it follows that 0 < y(s) < d for s € [a,c*(b)]. This implies
0<y(o(s) <d, s € [a,o) (3.13)

Noting Sy (€ C) is nondecreasing and (3.13), we apply (3.8), (C4), (3.11) and (3.10) to get
the following for t € [a, 0?(b)] :

Sy(t) < Sy(a*(b))

IN

o (b)

/ G(o®(b), 8)(5) F(y(0(s)) As
o (b)

- / lo(s) — alu(s) Fy(o(s))) As

o(b)
< / [o(s) — alv(s) g As

This implies ||Sy|| < d. Coupling with the fact that Sy € C' (Lemma 3.3), we have Sy € C(d).
The conclusion (3.12) is now immediate. O

The next lemma is similar to Lemma 3.4 and its proof is omitted.

Lemma 3.5. Let (C1) and (C2) hold. Suppose that there exists a number d > 0 such that
for 0 <z <d,

Then,
S(C(d)) € C(d).

We are now ready to establish existence criteria for three positive solutions. Our first
result employs Theorem 2.1.

Theorem 3.1. Let (C1)—(C4) hold, and assume

(C5) the function u(s) is nonzero for some s € [n, o (b)).



Suppose that there exist numbers wy, wq, w3 with
(%)
O<w <wy < — <w
1 2 e S W

such that the following hold:
(P) flz) <%t for 0 <z <wy;

(Q) one of the following holds:

(Q1) limsup, _,, &2 < L

(Q2) there exists a number d (> w3) such that f(x) < g for 0 <z < d;
(R) f(z) > *2 for wy <z < ws.

Then, the boundary value problem (F) has (at least) three positive solutions y*,y? y* € C
such that

[yl = y'(0?(b)) <wi;  y3*(t) > ws, t € [n,0%(D)];
(3.14)

Iv°l = y*(0*(b)) > w1 and min y*(t) =y’ () < we.
teln.o?(v)

Proof. We shall employ Theorem 2.1. First, we shall prove that condition (Q) implies the
existence of a number w,y where w, > ws such that

S(C(wy)) € C(wy). (3.15)

Suppose that (Q2) holds. Then, by Lemma 3.5 we immediately have (3.15) where we pick
wy = d. Suppose now that (Q1) is satisfied. Then, there exist N > 0 and € < % such that

@<e, x> N. (3.16)

Define My = maxo<;<n f(z). In view of (3.16), it is clear that the following holds for all
r € IR,

f(z) < My + € x. (3.17)

Now, pick the number w, so that

1 -1
wy > max {’LUg, M (— — e) } : (3.18)
q

Let y € C(wy). Then, 0 < y(s) < wy for s € [a,o%(b)]. This implies

0 <y(o(s)) <wy, s€la,ab). (3.19)
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Then, using (3.8), (3.17), (3.19) and (3.18) we find for ¢ € [a, a%(D)],
o (b)
Sy(t) < Sy(o*(b) < / G(0?(b), $)(5) F(y(0(5))) As
o (b)
< / G(o®(b), 5)v(s)[My + € y(o(s))]As

o(b)
< / G(o2(b), $)v(s)[ My + € wi] As

= q(Mp + € wy)

1
< q{w4(——e)+ew4} = wWy.
q

This leads to [|Sy|| < wy and so Sy € C(wy) C C(wy). Thus, (3.15) follows immediately.
Let ¢ : C — IR U {0} be defined by

= min t) = . 3.20
y) te[wz(b)]y() y(n) (3.20)

Clearly, ¢ is a nonnegative continuous concave functional on C' and ¢ (y) < |ly|| for all y € C.
We shall verify that condition (a) of Theorem 2.1 is satisfied. First, we note that

W2+ ws

v = 0 e {y € Ol ) | () > wn}

Thus, {y € C(¥,wy,ws) | ¥(y) > wa} # 0. Next, let y € C(¢, wq, w3). Then, wy < P(y) <
ly|| < ws provides wy < y(s) < ws for s € [, 0%(b)], which leads to

wy < y(o(s)) <ws, s € [n,a(b). (3.21)

Noting (3.21), we apply (3.8), (3.21), (C5), (R) and (3.10) to get

Y(Sy) = te@l};gl(b)](Sy)(t) = Sy(n)

o (b)

> / G, $)u(s) f (y(o () As
o (b)

> / G, $)u(s) f (y(o () As
o (b)

- / (n— a)uls) f(y(o(s))As
o) ws

> [ o) 2 as

= T = Wa2.
T
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Therefore, we have shown that 1 (Sy) > wy for all y € C(¢, we, w3).

Next, condition (b) of Theorem 2.1 is fulfilled since by Lemma 3.4 and condition (P), we
have S(C(w)) C C(w).

Finally, we shall show that condition (c¢) of Theorem 2.1 holds. Let y € C'(¢, ws, w4) with

|Sy|| > ws. Using (3.8), Lemma 3.1(c), (C3) and (3.9), we get

Y(Sy) = min (Sy)(t) = Sy(n)

t€[n,o(b)]

v

o (b)
/ G, 5)u(s) f(y(o(5))) As

o(b)

MG(a(s),s)ev(s)f(y(o(s)))As

v

a

> Mec||lSy|

W2
> Mcws > Mc — = ws.
3 = e 2

Hence, we have proved that 1 (Sy) > ws for all y € C'(v, wo, wy) with ||Sy|| > ws.

It now follows from Theorem 2.1 that the boundary value problem (F) has (at least) three
positive solutions y',y% y> € C(w,) satisfying (2.1). It is easy to see that here (2.1) reduces
to (3.14). O

We shall now employ Theorem 2.2 to give other existence criteria. In applying Theorem 2.2
it is possible to choose the functionals and constants in many different ways. We shall present
two results to show the arguments involved. In particular the first result is a generalization
of Theorem 3.1.

Theorem 3.2. Let (C1)-(C3) hold. Assume there exist 11, 72, 73 € [a, 0%(b)] with
a<m <n<1<p(n) <o) (3.22)
such that
(C6) the function u(s) is nonzero for some s € |13, p(73));
(C7) the function [o(s) — a]v(s) is nonzero for some s € [11,0(b)).

Suppose that there exist numbers w;, 2 <17 < 5 with
w3 3
0<w2<w3<ﬁ§w4§w5 and Wy > — Ws
c

such that the following hold:

(P) f(z) < é <w2—“’5—d3) for 0 < z < wo;

q

Q) f(z) < % for 0 < z < ws;
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(R) f(x) > 3 for ws <z < wy.

Then, the boundary value problem (F) has (at least) three positive solutions y*, y?, y* € C(ws)
such that

Lmax o) =y 0 = [yl < w90 > wa, ¢ [l
T1,0
3 _ .37 2 o 3 . 3 R (323)
max () = y*(0°(b)) = |y > w2 and min y°(t) = y”(72) < ws.
te[r1,02(b)] t€([2,73]
Proof. In the context of Theorem 2.2, we define the following functionals on C':
() = llyll = y(a*(b)),
= min t) = ,
¥(y) ey (b)]y( ) =y(n) o
Bly)=0O(y) = max y(t)=y(o*()), '
te[r1,02(b)]
a(y) = min y(t) =y(n).
t€[ra,73]

__ First, we shall show that the operator S maps P(~,ws) into P(vy,ws). Let x € FL% ws) =
C(ws). Then, we have 0 < x < w;. Together with (Q) and Lemma 3.5, we get S(C(ws)) C
C'(ws), or equivalently S : P(y,ws) — P(v,ws).
Next, we shall prove that condition (a) of Theorem 2.2 is fulfilled. It is noted that
N w3z +w
y'(t) = = € {y € P(7.0,0, w5, wi,w5) | afy) > ws}

and hence {y € P(~, 0, a, w3, wy, ws) | a(y) > ws} # 0. Now, let y € P(~, 0, a, w3, wg, ws).
Then, by definition we have a(y) > ws and O(y) < wy which imply w3 < y(s) < wy for
s € [1a, 73]. Thus, we have

ws < y(o(s)) < wy, s € [1a,p(T3)]. (3.25)
Noting (3.25), we apply (3.8), (C6), (R) and (3.10) to obtain
a(Sy) = ter[lgig3](5y)(t) = Sy(m)
o (b)
> [ Gl (o (s)as
p(73)
> [ Gl fulo(s)s

p(73)
- / (r2 — a)yu(s) f(y(o(5))) As

T2
p(73)

> / (19 — a)u(s) 3 As
T2

= dl—:’wg.
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Hence, a(Sy) > ws for all y € P(v, 0, a, w3, wy, ws).
We shall now verify that condition (b) of Theorem 2.2 is satisfied. Let w; be such that
0 < wy; < wy. We note that

Wy Fwa

y*(t) - 2 € {y € Q(7>ﬁ>w>w1>w2>w5) | ﬁ(y) < w2}‘

Hence7 {y € Q(7>ﬁ>w>w1>w2>w5) | ﬁ(y) < w2} 7é @ NeXt> let Yy € Q(’y>ﬁ>w>wl>w2>w5)'
Then, we have 3(y) < wy and y(y) < ws which provide

0 <y(s) <wsq, s€[m,o?b)] or 0<y(o(s)) <ws, s€[m,ad);

(3.26)
0 <y(s) <ws, s€la,c?b)] or 0<y(o(s)) <ws, s€la,o(d).

Noting (3.8), (3.26), (C7), (P), (Q) and (3.10), we find
5(Sy) = max (Su)(0) = Sylo*(b)

o (b)

< / G(o(b), s)v(s) f(y((5))) As
o (b)

- / lo(s) — alv(s) Fy(o(s))) As
T1 U(b)

- / (0(s) — alu(s)(y(o () As + / lo(s) — alu(s) fy(o(s))) As

< / "lo(s) — alv(s)As 2B + / j(b) (0(s) — alv(s)As — (w2 _ “’5d3)

q q

1 d
= d3%+d2—(w2—w5 3) = Wa2.
q do q

Therefore, 3(Sy) < wy for all y € Q(v, 5,1, wy, wa, ws).
Next, we shall show that condition (c) of Theorem 2.2 is met. Using Lemma 3.1(b), we
observe that for y € C,

O(Sy) = max (Sy)(t) = Sy(o*(0))

te[r1,02(b)]

o (b)
/ G(o?(b), 8)(s) F(y(o(s)) As

IN

o (b)
< / Glo(s), 5)0(s) f(y(0(s))) A, (3.27)

Moreover, (C3) and Lemma 3.1(c) yield for y € C,
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a(Sy) = min (Sy)(t) = Sy(m)

t€([T2,73]

o (b)
/ Gira, 8)u(s)f (y(o(5)))As

v

o (b)
> / G(ma, 8)ew(s) f(y(o(s))) As

o(b)
> Mc/ G(o(s),s)v(s)f(y(a(s)))As. (3.28)
A combination of (3.27) and (3.28) gives
a(Sy) > Mc ©(Sy), yeC. (3.29)

Let y € P(v, a, w3, ws) with ©(Sy) > wy. Then, it follows from (3.29) that

a(Sy) > Mc ©(Sy) > Mcwys > Mc ]\zj[—?’c = w;.

Thus, a(Sy) > ws for all y € P(v, a, w3, ws) with ©(Sy) > wy.

Finally, we shall prove that condition (d) of Theorem 2.2 is fulfilled. Let y € Q(~, 3, w2, ws)
with ¥(Sy) < w;. Then, we have G(y) < wy and 7(y) < ws; which give (3.26). Using
(3.8), (3.26), (C7), (P), (Q) and (3.10), we get as in an earlier part (Sy) < wy for all
y € Q(7v, B, ws, ws) with 1(Sy) < w.

It now follows from Theorem 2.2 that the boundary value problem (F) has (at least) three
positive solutions y', 32 1> € P(v,ws) = C(ws) satisfying (2.2). It is clear that (2.2) reduces
to (3.23) immediately. O

Consider the case when
T = a, Ty =1, p(13) = o(b) or equivalently 73 = o*(b).
Then, it is clear that
dy =, dy = q, ds = 0. (3.30)
In this case Theorem 3.2 yields the following corollary.

Corollary 3.1. Let (C1)-(C3) hold, and assume

(C6)" the function p(s) is nonzero for some s € [n,o(b));
(C7)" the function [o(s) — a]v(s) is nonzero for some s € [a, o (b)).
Suppose that there exist numbers w;, 2 <17 < 5 with
w3
0<’LU2<'LU3<MC§’LU4§’LU5

such that the following hold:
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(P) f(z) < 2 for 0 <z < wy;
(Q) flz) < #& for 0 <z < ws;
(R) f(z) > *2 for ws < z < wy.
Then, the boundary value problem (F) has (at least) three positive solutions y*, y?, y* € C(ws)

such that
Iyt =y (02(D) <wa;  y2(t) > ws, t € [n,0*(D)];
19°[] = 4°(0?(b)) > wp  and min > (t) = y*(n) < ws.
teln,a2(b)]

Remark 3.2. Corollary 3.1 is actually Theorem 3.1. Hence, Theorem 3.2 is more general
than Theorem 3.1.

Another application of Theorem 2.2 yields the next result.

Theorem 3.3. Let (C1)-(C3) hold. Assume there exist numbers 71, 72, 73, 74 € [a, 0%(b)] with
a<n<7 <7 <p(r) <ab) and 71 < p(ma) < o(b) (3.31)

such that (C6) holds, and

(C8) the function [o(s) — a]v(s) is nonzero for some s € [, p(74)).

Suppose that there exist numbers w;, 1 <7 <5 with

d

W3 5
0<w1§w2-MC<w2<w3<ﬁ§w4§w5 and Wy > — Ws
c

such that the following hold:

Then, the boundary value problem (F) has (at least) three positive solutions y*, y?, y* € C(ws)
such that

max y'(t) = y'(n) <wsx  yA(t) > ws, t € [m,T);
tG[T17T4]
max y°(t) =y’ (14) > we and min y°(t) = y°(12) < ws.

te[r1,74] t€[72,73]
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Proof. In the context of Theorem 2.2, we define the following functionals on C :

1) = llyll = y(a*(0)),
Y(y) = in Y y(t) = y(n),
Bly) = max y(t) = y(74), (3.33)
a(y) = Ao y(t) = y(72),
Oy) = max y(t) = y(73).

First, using (Q) it can be shown (as in the proof of Theorem 3.2) that S : P(vy,ws) —
P(’% 'LU5).

Next, using (R) and a similar argument as in the proof of Theorem 3.2, we can verify that
condition (a) of Theorem 2.2 is fulfilled.

Now, we shall check that condition (b) of Theorem 2.2 is satisfied. Clearly,

w1 + Wa
2

yr(t) = € {y € Q(7, B, v, wr, wa, ws) ‘ Bly) < wz}

and so {y € Q(v, B,¥, w1, wa, ws) | By) < w2} # 0. Let y € Q(7, 8,9, w1, wa, ws). Then, we
have ¢ (y) > w1, B(y) < wo and y(y) < ws which imply

wy < y(s) Swy, s€ [, 1] or  wy <y(o(s)) <wa, s € [T, p(T4)];

(3.34)
0<y(s) <ws, s€la,o?(b)] or 0<y(o(s)) <ws, s€la, o).
Using (3.8), (3.34), (C8), (P), (Q) and (3.10), we find

B(Sy) = max (Sy)(t) = Sy(m)

tE[Tl T4]

o (b)
< / G (ma, 8)0(5) f (4(0(5))) As

p(74)
_ / G(ma, 8)0(s) f(y(o(s)))As

T1

1 a(b)
T / G(ra, s)v(s) f(y(o () As + / G o)A
p(T4)
- / o(s) — alu(s)f(y(0(s))) As
o(b)

T / "lo(s) — au(s)f(y(o(s))As + / i ) o)A

< / " () — alv(s)As di (w2 _ “’5d5)

- 4 q
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(T4)

1
dy q q

+ { / " [0(s) — alu(s)As + / " (4 — a)y(s)As} o

Therefore, 3(Sy) < wy for all y € Q(v, 5,1, wy, wa, ws).
Next, we shall show that condition (c) of Theorem 2.2 is met. We observe that, by (3.8)
and Lemma 3.1(b), for y € C,

O(Sy) = max (Sy)(t) = Sy(m)

t€([12,73]

o (b)
/ G, 5)0(s) f(y(0(s)) As

IN

o (b)
< / Glo(s), 5)u(s) f(y(0(s))) A, (3.35)

Moreover, using (3.8), (C3) and Lemma 3.1(c), we obtain (3.28) for y € C'. A combination of
(3.28) and (3.35) yields (3.29). Following a similar argument as in the proof of Theorem 3.2,
we get a(Sy) > ws for all y € P(v, a, w3, ws) with ©(Sy) > wy.

Finally, we shall prove that condition (d) of Theorem 2.2 is fulfilled. As in (3.35), by (3.8)
and Lemma 3.1(b), we see that for y € C,

o (b)
B(Sy) = max (Sy)(t) = Sy(74) S/ G(o(s),s)v(s)f(y(o(s)))As. (3.36)

tG[T17T4]

On the other hand, it follows from (3.8), (C3) and Lemma 3.1(c) that for y € C,

Y(Sy) = min (Sy)(t) = Sy(n)

tG[T17T4]

o(b)

> / G(m, $)u(s)f(y(o(s))) As
o(b)

> / G(m, s)ev(s)F(y(o(s)))As

o (b)
> Mc/ G(o(s),s)v(s)f(y(a(s)))As. (3.37)

A combination of (3.36) and (3.37) gives
¥(Sy) =2 Mc 3(Sy), yeC. (3.38)

Let y € Q(, B, we, ws) with ¢(Sy) < w;. Then, (3.38) leads to

1 1 1
B(Sy) < Me Y(Sy) < e W < MC'UJQ'MC:'LUQ.
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Thus, B(Sy) < ws for all y € Q(v, B, wa, ws) with ¥ (Sy) < w;.

It now follows from Theorem 2.2 that the boundary value problem (F) has (at least) three
positive solutions y',y?,y> € P(y,ws) = C(ws) satisfying (2.2). Furthermore, (2.2) reduces
to (3.32) immediately. O

4. EXAMPLES

To show the usefulness of the results obtained in Section 3, we shall provide three examples
to illustrate Theorems 3.1-3.3, respectively. Throughout, we consider the time scale

T ={2* | k € Z} U {0}.

Example 4.1. Consider the boundary value problem (F) with a = 2, b = 2° = 32 and the
nonlinear term

where [(x) satisfies
(@) =0,  l(w) = Hwe) =

(@ + @) (4.2)
q
and w;’s and d are as in the context of Theorem 3.1.
Taking m = n = 16 and the functions y = v = 1 (this implies ¢ = 1), by direct computation
we have .
M = 9’ q = 2604, r=0672.

Hence, the w;’s and d are numbers satisfying the relation
(%)
0<'LU1<’LU2<MC:9’LU2§’LU3§d. (43)
We shall check the conditions of Theorem 3.1. First, it is clear that (C1)—(Cb) are fulfilled.

Next, condition (P) is obviously satisfied. Noting that “2 < g (or d > 2 wy = 3.875w;), we
find for 0 < z < d,

Flo) < max(i(un). tua)} = 1) = 3 (S +2) < (24 0) =4



19

Thus, condition (Q2) is met. Finally, (R) is satisfied since for wy < x < w3 we have

f(x)zl(é+%)>l<%+%):2

q T 2\r T T

By Theorem 3.1, the boundary value problem (F) with a =2, b= 32 and (4.1)—(4.3) has
(at least) three positive solutions y', 4% y* € C such that

Iyt = y'(128) < wy;  y2(t) > we, t € [16,128];

3 3 : 3 3
[yl =y°(128) > w1 an el s Y (t) = y°(16) < w

(4.4)

To illustrate further, fix
w; =1, wy = 2, d=19 and any ws such that 9wy < w3 < d.

Clearly, (4.3) is fulfilled. We find that the boundary value problem (F) with a = 2, b = 32,
(4.1), (4.2) indeed has three positive solutions y', 4% y> € C that satisfy (4.4). They are
tabulated as follows:

t 2 4 8 16 32 64 128

y'(t) 0 0.0238 0.0699 0.1559 0.3034 0.5000  0.5000
y2(t) 0 0.6104 1.8296 4.1307 8.0754 13.3350 13.3350

y3(t) 0 0.0418 0.1238 0.2816 0.5728 1.0568  1.0568

Example 4.2. Consider the boundary value problem (F) with a = 2, b = 2° = 32 and the
nonlinear term

2d2 q -
P(t,z) = f(x) = { lx), wy < & < ws (4.5)
1 ws W3
(=242 >
\ 2 ( T dl ) ’ . - w3
where [(x) satisfies
1" . . L _ 'LUgdg B 1 % %
I"(z) =0, l(wq) = o0 (wg . ) , l(ws) = 5 ( . + d1) (4.6)

and w;’s are as in the context of Theorem 3.2.
Taking m =n =16, 7 =4, 7 = 32, 73 = 128 and the functions g = v = 1 (this implies
¢ = 1), by direct computation we have

1
M = 9’ q = 2604, r =672, dy; = 960, dy = 2600, ds = 4.
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Hence, the w;’s are numbers satisfying the relation

0<'LU2<'LU3<;\Z—3C:9’LU3§’LU4§’LU5<disZUg:651’LU2. (47)

We shall check the conditions of Theorem 3.2. Clearly, (C1)—(C3), (C6) and (C7) are
fulfilled. Next, condition (P) is obviously satisfied. Since r < di < dp and “* < ** (or
ws > 1 w3 = 3.875ws), we find for 0 < x < ws,

2

T T

w 1
3 ws) < (ws_l_%) _ws Ws
r q

(o) < mac{i(us), 1ws)} = I(us) = 3 (7 +

Hence, condition (Q) is met. Finally, (R) is satisfied since for w3 < z < w, we have

1 (w3 w3 1 [ ws W3 w3
== (=+=)>z=+>)=—+
/@) 2(7’ +d1) 2(d1 +d1) a
It follows from Theorem 3.2 that the boundary value problem (F) with a =2, b= 32 and
(4.5)—(4.7) has (at least) three positive solutions y!, 52 v € C'(ws) such that
max y'(t) = y'(128) = [ly'[| <ws;  y*(t) > ws, t € [32,128];
te[4,128]

3 3 3 : 3 3
t) =y’(128) = > d t) =1y°(32) < ws.
Jnax Y (t)=y°(128) = [|y°|| > w2 an cmin (t) =y°(32) < ws

(4.8)

As an example, fix
wy =1, w3 = 2, ws =19 and any wy such that ws < wy < ws.

Clearly, (4.7) holds. Indeed, the boundary value problem (F) with a =2, b= 32, (4.5), (4.6)
has three positive solutions y!, y?, 3> € C(19) that satisfy (4.8). They are tabulated as follows:

t 2 4 8 16 32 64 128

yt(t) 0 0.0232 0.0680 0.1516 0.2950 0.4862 0.4862
y3(t) 0 0.2850 0.8535 1.9845 3.9273 6.5178 6.5178

)| 0 00443 01313 0.2994 0.6118 1.1408 1.1408

Remark 4.1. In Example 4.2, we see that for ws < x < wy,

. 1 ws ws 1 ws ws . W3
f(z)_Q(r +d1)<2<7’ * 7’)_ r
Thus, condition (R) of Corollary 3.1 is not satisfied. Recalling that Corollary 3.1 is actually

Theorem 3.1, Example 4.2 illustrates the case when Theorem 3.2 is applicable but not Theorem
3.1. Hence, this example shows that Theorem 3.2 is indeed more general than Theorem 3.1.
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Example 4.3. Consider the boundary value problem (F) with a = 2, b = 27 = 128 and the
nonlinear term

2d4 q
P(t,z) = f(x) = { ), wy < & < ws (4.9)
1 ws Ws
—\—+—, T >w
\ 2 (dl q ) 3
where [(x) satisfies
" o . 1 U%d5 __1 w3 Ws
I"(x) =0, l(wy) = o (wg . ) , l(ws) = 5 (d1 + . ) (4.10)

and w;’s are as in the context of Theorem 3.3.
Taking m =n =16, 7, = 32, » = 32, 73 = 128, 74 = 512 and the functions p =v =1
(this implies ¢ = 1), by direct computation we have

7
M = TR q = 43180, dy = 960, d, = 42560, ds = 620.
Hence, the w;’s are numbers satisfying the relation
Two w3 255ws3 q 2159wq
O<w Swy-Mc=— <wy<ws < — = <wy <ws < — = . (411
S wy Me=oog Sws <ws < o= T SwaSws < gowe = —g— (1)
Moreover, we impose
q 2159

> = = —— w;s. 4.12
Ws s w3 I8 w3 ( )

We shall check the conditions of Theorem 3.3. It is obvious that (C1)—(C3), (C6) and (C8)
are satisified. Next, condition (P) is obviously fulfilled. Noting that d; < d4 and (4.12), we
find for 0 < z < ws,

Flo) < maxifun). tw)} = 1) = 3 (2 + 20 ) < (24 22) 2

Hence, condition (Q) is met. Finally, (R) is satisfied since for w3 < x < wy, we have by (4.12)

1 ws Ws 1 ws ws w3

= (=+=)>==2+2) ="

By Theorem 3.3 the boundary value problem (F) with a = 2, b = 128 and (4.9)-(4.12)
has (at least) three positive solutions y', 4% y* € C(ws) such that

') =y'(512) = ||ly* ; 2 2,128];

Ay (1) =y (512) = [ly || <w2; (1) > w3, t € [32,128];

m 3(t) = o° — |43 . 3 3
te[322?§(12]y (t) = y°(512) = [ly"| > w an tel[gnzlil%]y (t) = y°(32) <ws

(4.13)



22

As a further illustration, fix

wy = 37, w3 = 38, ws = 1710 and

7’LU2 255’LU3

— <
255 7T
Clearly, (4.11) and (4.12) hold. The boundary value problem (F) with a = 2, b = 32, (4.9),

(4.10) indeed has three positive solutions y*,y?,y> € C(1710) that satisfy (4.13). They are
tabulated as follows:

any wi, wy such that 0 < w; < wy < ws.

t 2 4 8 16 32 64 128 256 512

yh(t) 0 0.0743 0.2217 0.5118 1.0733 2.1215 3.9183 6.3141 6.3141
Y2 (1) 0 19.9552 59.8644 138.4160 290.4512 574.2502 1060.7629 1709.4464 1709.4464

Y3 (1) 0 03161  0.9471 2.2045 4.7005 9.6176 19.1523 37.0239 37.0239

Remark 4.2. Examples 4.1-4.3 illustrate Theorems 3.1-3.3 well, particularly the estimates
on the norms of the three solutions (see (3.14), (3.23) and (3.32)). We remark that examples
on a general T can be similarly constructed.

Acknowledgements. The authors are thankful to the referees for their comments.
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