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Abstract

If C is a nonempty subset of a finite-dimensional linear space and T is
a linear map on spanC, then we say T is a strong linear preserver of C if
T (C) = C. In this project we characterize the strong linear preservers of the
following polytopes of symmetric nonnegative matrices: SDS(n), the poly-
tope of n× n symmetric doubly stochastic matrices, SDsS(n), the polytope
of n × n symmetric doubly substochastic matrices, and U(r), the polytope
of n× n symmetric nonnegative matrices with a fixed row sums vector r for
n ≤ 3. We prove that strong linear preservers T of SDS(n) and SDsS(n)
are of the expected form, namely, T (X) = P tXP for some n×n permutation
matrix P . However, by examining the case n = 3, we suspect that there is
no nice characterization for the strong linear preservers of U(r) for a general
n.

Key words: Strong linear preserver, symmetric doubly stochastic matrix,
symmetric doubly substochastic matrices, LOCC graph, neighborly extreme
point, row sums vector.
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1. Motivation and Aims

In 1999, Professors Chi-Kwong Li and Nam-Kiu Tsing, my academic
brothers, invited me to join in their study of the strong linear preservers
of the polytope of doubly stochastic matrices. After some hard work, we
finally resolved the problem and obtained the following:

Theorem A. Let T be a linear map on span(DS(n)). The following
conditions are equivalent :

(a) T (DS(n)) = DS(n).
(b) T (P(n)) = P(n).
(c) T is given by T (X) = PXQ or T (X) = PX tQ for some P, Q ∈ P(n).

In the above, DS(n) and P(n) denote respectively the set of n×n doubly
stochastic matrices and the set of n× n permutation matrices.

Subsequently, we also resolved the strong linear preservers problem for
DsS(m,n), the polytope of m×n doubly substochastic matrices, CS(m,n),
the polytope of m×n column stochastic matrices, and CsS(m, n), the poly-
tope of m×n column substochastic matrices. The work formed the contents
of the paper [3] in the reference list. It appears that [3] is the first paper
in the literature that deals with the strong linear preservers of polytopes of
nonnegative matrices. Later, Professor Li and his student H. Chiang [1] also
characterized the strong linear preservers of A(n), the set of all n × n even
permutation matrices. In the table below we give a summary of the results
on the strong linear preserver problems as done in [1] and [3]. We will denote
by P , Q, P1, . . . , Pn permutation matrices of appropriate sizes and use Xj to
denote the jth column of X.

Table 1.

Polytopes Strong Linear Preservers
DS(n) T (X) = PXQ or PX tQ

CS(m,n) T [X1 · · · Xn] = [P1X1 · · · PnXn]Q
DsS(m,n) T (X) = PXQ or (PX tQ and m = n)
CsS(m,n) T [X1 · · · Xn] = [P1X1 · · · PnXn]Q
conv A(n) T (X) = PXQ or PX tQ with PQ ∈ A(n), n ≥ 5

Professor Li is a well-known expert in linear preserver problems. I had to
supervise two Ph.D. students at Tamkang University, so I asked Professor Li
for suitable related problems on this topic. Li suggested to me the problem
of characterizing the strong linear preserves of U(r, c), the polytope of non-
negative matrices with fixed row sums vector r and column sums vector c.
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Here is a list of the conjectures given in this project in related to the strong
linear preserver problems of U(r, c):

Conjecture 1. Let r = (r1, . . . , rm) and c = (c1, . . . , cn) be nonnegative
vectors such that

∑m
i=1 ri =

∑n
j=1 cj. Let T be a linear map on spanU(r, c).

In almost all cases the following are equivalent:
(a) T (U(r, c)) = U(r, c).
(b) T is given by T (X) = P t

πXQτ or r = c and T (X) = P t
πX

tQτ , for
some π ∈ Sm, τ ∈ Sn such that rπ(i) = ri for i = 1, . . . , m, and cτ(j) = cj for
j = 1, . . . , n, where Pπ denotes the m×m permutation matrix [eπ(1) · · · eπ(m)]
(ej being the jth standard unit vector) and Qτ is the n×n permutation matrix
defined in a similar way.

Conjecture 2. Let r = (r1, . . . , rm) be a nonnegative vector and let T
be a linear map on spanU(r). In almost all cases the following are equivalent:

(a) T (U(r, c)) = U(r, c).
(b) T is of the form T (X) = P t

πXPπ, where π ∈ Sn satisfies rπ(i) = ri for
i = 1, . . . , n.

Conjecture 3. Conjecture 1 still holds if we replace U(r, c) by sU(r, c),
the polytope of all m× n nonnegative matrices with row sums (respectively,
column sums) vector less than or equal to r (respectively, c).

Conjecture 4. Conjecture 2 still holds if we replace U(r) by sU(r).

Conjecture 5. A linear map T on spanSDS(n) is a strong linear pre-
server of SDS(n) if and only if there exists a permutation matrix P such
that T (X) = P tXP .

Together with my Ph.D. student Shwu-Huey Lin I embarked on the
project. It did not take us too long to realize that just mimicking the argu-
ments of the papers [1] and [3] would not work. The situation for the U(r, c)
case is considerably more intricate. Moreover, the extreme matrices of the
polytope U(r, c) are determined by their associated bipartite graphs and it
is difficult to deal with bipartite graphs. So, instead of treating this general
problem, we switched to consider the U(r) case, in which the extreme ma-
trices are determined by their associated (undirected) graphs. As a start we
began with the case SDS(n), i.e., U(e), where e denotes the vector of all 1’s
of Rn.
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2. Results and Discussions

After many months of hard work, we finally obtained the following result,
which confirms Conjecture 5:

Theorem 1. Let T be a linear map on spanSDS(n), n ≥ 3. The fol-
lowing conditions are equivalent :

(a) T (SDS(n)) = SDS(n).
(b) T is given by T (X) = P tXP for some P ∈ P(n).

The case n = 2 is straightforward. The polytope SDS(2) is a line seg-

ment with endpoints I2 and
[

0 1
1 0

]

. So there are exactly two strong linear

preservers, namely, the identity map and the one which interchanges I2 and
[

0 1
1 0

]

. Note that the latter map is not of the form as given by Theorem

1(b) (for n = 2).
The most difficult part of the proof of Theorem 1 is to show that every

strong linear preserver of SDS(n) satisfies T (In) = In. For the purpose, we
need to make use of the concept of neighborly extreme points of a polytope.
Two extreme points of a polytope are said to be neighborly if the line segment
joining them is a face of the polytope. Clearly, if T is strong linear preserver
of SDS(n), then T maps E(SDS(n)), the set of extreme points of SDS(n),
onto itself. Moreover, for any A ∈ E(SDS(n)), N(A) and N(T (A)) have the
same cardinality, where we use N(A) to denote the set of extreme points of
SDS(n) that are neighborly to A. So, a relevant question to ask is, given
A ∈ E(SDS(n)), what is the cardinality of N(A) ? We translate this into a
problem on graphs as follows.

By a result due to M. Katz, E(SDS(n)) consists of those matrices whose
graphs have line segments or odd cycles as connected components. We call a
graph with the latter property an LOCC graph. We call two LOCC graphs
G, H on the same vertex set neighborly if their union G∪H contains G and H
as its only spanning LOCC subgraphs. It is straightforward to check that for
any A,B ∈ E(SDS(n)), A and B are neighborly extreme points if and only if
their graphs G(A) and G(B) are neighborly (as LOCC graphs). With a little
work, one can also show that if G and H are two neighborly LOCC graphs,
then G ∪H has a unique connected component which is not a line segment
or an odd cycle and moreover this unique connected component is itself the
union of two LOCC graphs. We refer to it as the distinguished component
of G∪H. It turns out that for any LOCC graph G, the cardinality of N(G)
is equal to the cardinality of the collection of distinguished components of

3



G ∪K as K runs through the set N(G). So, a relevant question is, when is
a connected graph the union of two neighborly LOCC graphs ? We answer
it in the following theorem:

Theorem 2. A connected graph is the union of two neighborly LOCC
graphs if and only if it is one of the following :

(a) a path of length ≥ 1 with odd cycles attached at its two ends (such that
the path and the two odd cycles are pairwise internally disjoint);

(b) an odd cycle of length ≥ 3 with an odd simple walk (open or closed,
internally disjoint from the cycle) joining two (not necessarily distinct)
vertices of the cycle; or

(c) an even cycle of length ≥ 4.

Next, we found that for any LOCC graph G, the cardinality of N(G) is
determined by the number of line segment connected components of G. More
precisely, we have the following result:

Theorem 3. Let n ≥ 3 be a given positive integer. For any i, i =
0, . . . , [n/2], let Gn

i denote the collection of all LOCC graphs with vertex set
〈n〉 which have precisely i line segments among their connected components.
Then the cardinality of N(G) is independent of the choice of G from Gn

i . If
Nn

i denotes the common value of |N(G)| for G ∈ Gn
i , then we have

Nn
0 < Nn

1 < · · · < Nn
[n/2].

The proofs of Theorems 2 and 3 are the hardest part of this project.
Perhaps, it is also worth mentioning that originally we tried to prove the

relation T (In) = In (for a strong linear preserver T of SDS(n)) without using
the concept of LOCC graphs and we reduced it to the problem of proving
the following:

Conjecture. For each positive integer n ≥ 3, (n − 1)h(n − 1) is not
divisible by h(n)− h(n− 1), where h(n) = |E(SDS(n))|.

By running a computer, we verified the above conjecture for n = 3, . . . , 171.
However, for n ≥ 172, the numbers involved are too large (larger than 10305)
and our data overflow.

After we completed our proof of Theorem 1, we learned that Professor Li
and his student Chiang [2] had found a shorter and different proof for the
same result. In fact, they also showed that, except for certain low dimen-
sional cases, the strong linear preservers of the set of symmetric permutation
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matrices are also of the form X 7→ P tXP . However, our approach has the
extra bonus of increasing our understanding of the structure of the polytope
SDS(n) — we are able to characterize completely the neighborly relation
between the extreme points of this polytope.

Until today we are unable to establish the above Conjecture. But that is
perhaps something of minor interest now.

For the strong linear preserver of SDsS(n), the polytope of n × n sym-
metric doubly substochastic matrices, we obtained the following:

Theorem 4. Let T be a linear map on the space of n×n real symmetric
matrices, n ≥ 1. The following conditions are equivalent :

(a) T (SDsS(n)) = SDsS(n).
(b) T is given by T (X) = P tXP for some P ∈ P(n).

Again by a result of Katz, the extreme points of SDsS(n) are those matri-
ces whose connected components are each a line segment, an odd cycle, or an
isolated point. So, it should be more difficult to characterize the neighborly
relation between the extreme points of SDsS(n). Fortunately, we need only
partial information about this neighborly relation. The proof of Theorem 4
is easier than that of Theorem 1, though far from being trivial.

For the polytope of U(r), it is natural to ask the following:

Question. Are the strong linear preservers of U(r) always of the form
X 7→ P t

πXPπ for some π ∈ Sn that satisfies rj = rπ(j) for j = 1, . . . , n ?

By examining the case n = 3, we showed that when the components of r
are distinct, U(r) has many strong linear preservers other than the identity
map. This implies that the answer to the above question is in the negative,
and we suspect that, in general, there is no nice characterization for the
strong linear preservers of U(r).

For the purpose, we need to make use of the known result (discovered
independently by Converse and Katz, Lewin, and Brualdi) that a matrix
A ∈ U(r) is an extreme point of U(r) if and only if the connected components
of G(A) are trees or simple odd cacti. Notice, however, that the preceding
result does not characterize the extreme points of U(r). Indeed, with a given
n× 1 nonnegative vector r, it is not true that every graph on 〈n〉 with trees
or simple odd cacti as connected components can be realized as the graph of
some extreme matrix in U(r).

Clearly, a strong linear preserver of U(r) induces a permutation on E(U(r)),
but not conversely. In order that a permutation on E(U(r)) gives rise to a
strong linear preserver of U(r), it is necessary and sufficient that the permu-
tation preserves all the linear relations between the elements of E(U(r)). For
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the case n = 3 (and also n = 2), we determine completely the set E(U(r))
and the linear relations between its elements. It turns out that the answers
depend on the relations between r1, r2, r3, the components of the vector r;
there are eight different cases if we assume r3 > r2 > r1 > 0. Then we de-
termine completely the strong linear preservers (of U(r)) for the individual
cases. The number of strong linear preservers varies between 1 and 8, as
given by the following table:

Table 2.

Number of
Cases strong linear preservers

r1 + r2 < r3, r2 > r1 4
r1 + r2 > r3 > r2 > r1 1
r1 + r2 < r3, r2 = r1 8
r1 + r2 = r3, r2 > r1 4
r1 + r2 = r3, r2 = r1 8
r1 + r2 > r3 = r2 > r1 2
r1 + r2 > r3 > r2 = r1 2
r1 = r2 = r3 6

Because of the limit of time, we have not considered the strong linear
preservers of U(r) for n ≥ 4. The problem seems to be intractable for a
general n. When n is large, we cannot think of a feasible way to determine all
the extreme matrices of U(r), as the number of linearly independent linear
relations between the extreme matrices may be large. So for large n, the
determination of all the strong linear preservers of U(r) seems impossible.
But we hope it is possible to answer some interesting questions, like the
following:

Question 1. Determine when U(r) has only one strong linear preserver
(namely, the identity operator).

Question 2. For a fixed n, what is the maximum number of strong linear
preservers of U(r) ? Is 2n an upper bound ?

They are for future work.
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3. Self-evaluation of Performance

For the five conjectures raised in our project, we only answered Conjecture
5 (and in the affirmative). We have only treated Conjecture 2 partially. The
case n = 2 or 3 seems to suggest that there is no nice characterization of the
strong linear preservers of U(r) for general n, and so the answer to Conjecture
2 should be in the negative. But at this stage, we are not completely sure.
Existing results on strong linear preservers (for instance, of DS(2) or A(4))
also indicate that the lower-dimensional cases are often the atypical cases. So
it is also possible that when n is large enough, the strong linear preservers of
U(r) are all of the desirable forms. We have also not treated Conjectures 1,
3 and 4 (for U(r, c), sU(r, c) and sU(r) respectively). At present, we incline
to believe that the answers to these conjectures are all in the negative.

The project has been carried out pretty well, inspite of the fact that
only one out of the five conjectures answered definitely. As a consequence
of working for this project, my Ph.D. student Shwu-Huey Lin has finished
her Ph.D. thesis “Strong linear preservers of some polytopes of symmetric
nonnegative matrices”. The first half of her thesis, which is about the strong
linear preservers of SDS(n) and SDsS(n), forms the contents of paper [4],
which is accepted for publication in Linear Algebra and Its Applications.
I expect that with more follow-up works on the strong linear preservers of
U(r), another paper will come out.
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1. Introduction

Let C be a nonempty subset of a finite-dimensional linear space, and
let T be a linear map on span C. We say that T preserves (respectively,
strongly preserves) C if T (C) ⊆ C (respectively, T (C) = C). It is clear that
T strongly preserves C if and only if T is bijective and T , T−1 both preserve
C. Also, for a compact convex set C, T strongly preserves C if and only if
T strongly preserves E(C), where we use E(C) to denote the set of extreme
points of C.

Recently, Li, Tam and Tsing [L–T–T] obtained, besides other results,
the following characterizations of the strong linear preservers of DS(n), the
polytope of doubly stochastic matrices, and of DsS(m,n), the polytope of
m× n doubly substochastic matrices:

Theorem A. Let T be a linear map on span(DS(n)). The following
conditions are equivalent :

(a) T (DS(n)) = DS(n).
(b) T (P(n)) = P(n).
(c) T is given by T (X) = PXQ or T (X) = PX tQ for some P, Q ∈ P(n).

Theorem B. Let T be a linear map on Rm×n. The following conditions
are equivalent :

(a) T (DsS(m,n)) = DsS(m,n).
(b) T (sP(m,n)) = sP(m,n).
(c) There exist P ∈ P(m) and Q ∈ P(n) such that T is given by :

(i) T (X) = PXQ, or
(ii) T (X) = PX tQ (and m = n).

In the above, P(n) denotes the set of n × n permutation matrices, and
sP(m,n) denotes the set of m× n subpermutation matrices.

Subsequently, Chiang and Li [C–L1] also characterized the strong linear
preservers of A(n), the set of n × n even permutation matrices. The case
n = 2 or 3 is straightforward, the case n = 4 is atypical (see [C–L1, Theorem
1.2] for the detail), and for n ≥ 5, the answer is the expected one:

Theorem C. Let n ≥ 5. A linear map T on spanA(n) satisfies T (A(n)) =
A(n) if and only if there exist P, Q ∈ P(n) with PQ ∈ A(n) such that T is
given by :

T (X) = PXQ or T (X) = PX tQ.
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The purpose of this paper is to establish the following characterizations
of the strong linear preservers of SDS(n), the polytope of n × n symmetric
doubly stochastic matrices, and of SDsS(n), the polytope of n×n symmetric
doubly substochastic matrices:

Theorem 1. Let T be a linear map on spanSDS(n), n ≥ 3. The fol-
lowing conditions are equivalent :

(a) T (SDS(n)) = SDS(n).
(b) T is given by T (X) = P tXP for some P ∈ P(n).

Theorem 2. Let T be a linear map on the space of n×n real symmetric
matrices, n ≥ 1. The following conditions are equivalent :

(a) T (SDsS(n)) = SDsS(n).
(b) T is given by T (X) = P tXP for some P ∈ P(n).

One may think that, for a compact convex set C, it is more natural to
study the (strong) affine preservers of C instead of (strong) linear preservers.
In this respect, we would like to make some relevant remarks. First of all,
if the affine hull of C does not contain the origin (for instance, if C is the
polytope DS(n) or SDS(n)), then the problem of studying affine preservers
of C (with domain and codomain both equal to aff C) is equivalent to the
problem of studying linear preservers of C (with domain and codomain both
equal to span C). This is because, when O /∈ aff C, any affine map T :
aff C → aff C can be extended in a unique way to a linear map ˜T : span C →
span C, and moreover the association T 7→ ˜T is a linear isomorphism. On
the other hand, if O ∈ aff C, then there may exist strong affine preservers of
C, which are not linear. (For instance, take C to be an equilateral triangle
in the plane with the origin as one of the vertices.) However, when C is the
polytope SDsS(n), the strong linear preserver problem and the strong affine
preserver problem have the same answer. In other words, in Theorem 2, if
we replace “linear map” by “affine map”, then the result is still valid. This
is because, as we shall explain at the end of Section 4, every strong affine
preserver of SDsS(n) necessarily fixes On and hence is linear.

We shall need the following characterizations of the extreme points of
SDS(n) and SDsS(n) due to M. Katz [K1, K2] (or see [B–P, Chapter 4,
Section 3]).

Theorem D. The extreme points of the polytope SDS(n) are those ma-
trices which are permutationally similar to direct sums of (some of ) the
following three types of matrices :

(i) [1], 1× 1 matrix,
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(ii)
[

0 1
1 0

]

, 2× 2 matrix, and

(iii) The k×k symmetric matrix with 1/2 at its (1, k), (k, 1) and (i, i+1),
(i + 1, i) entries for i = 1, . . . , k − 1 and zero elsewhere, where k is an odd
integer ≥ 3.

Theorem E. The extreme points of the polytope SDsS(n) are those
matrices that are permutationally similar to matrices of the form B ⊕On−k,
where B is an extreme point of SDS(k) for some nonnegative integer k ≤ n.

Our proof of Theorem 1 resembles that for Theorem A as done in [L–T–T]
or Theorem C as done in [C–L1]. However, there are also enough differences
that deserves mentioning. In [L–T–T] (respectively, [C–L1]), in order to
show that a strong linear preserver of DS(n) (respectively, of A(n)) is of
the desired form, the problem is reduced to one in which the strong linear
preserver under consideration fixes the identity matrix In. This reduction
can be carried out easily, because the polytopes DS(n) and conv A(n) (or,
more correctly, their groups of strong linear preservers) are transitive (on
their sets of extreme points) in the sense that for any pair of extreme points
there is a strong linear preserver which takes one extreme point to the other.
In contrast, the polytope SDS(n) is not transitive (as can be readily seen
from Theorem 1). A difficult part of our proof is to show that every strong
linear preserver of SDS(n) fixes In. For the purpose, we shall make use
of the concept of neighborly extreme points of a polytope. The polytope
DsS(m,n) (also SDsS(n)) is also not transitive. Nonetheless, the proof for
the strong linear preservers of DsS(m,n) (respectively, SDsS(n)) is easier
than that for the strong linear preservers of DS(n) (respectively, of SDS(n)).
In our proof of SDsS(n) we shall again make use of the concept of neighborly
extreme points. Conceivably, the idea of neighborly extreme points may also
be applied to other strong linear preserver problems on polytopes that are
not transitive. We elaborate on this in what follows.

We shall assume elementary properties of a convex set (see, for instance,
[R]).

Let C be a polytope. Two extreme points x, y of C are said to be
neighborly if {(1−λ)x+λy : 0 ≤ λ ≤ 1}, the line segment joining x and y, is
a face of C (of dimension 1); equivalently, the face Φ(x+y

2 ) contains precisely
two extreme points (namely, x and y), where we use Φ(w) to denote the face
of C generated by w, i.e., the set {y ∈ C : w + µ(w − y) ∈ C for some
µ > 0}. If T is a strong linear preserver of C, then for any w ∈ C, we have
TΦ(w) = Φ(Tw), and hence dim Φ(Tw) = dim Φ(w) as T is bijective. So
it is clear that a strong linear preserver maps neighborly extreme points to
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neighborly extreme points. Denote by N(x) the set of extreme points of C
neighborly to an extreme point x of C. Then, for any strong linear preserver
T of C, we have TN(x) = N(Tx) for all x ∈ E(C). Also, for any nonnegative
integer k, T maps the set Ek := {x ∈ E(C) : |N(x)| = k} onto itself, where
we use |S| to denote the cardinality of the set S. Moreover, for any x ∈ E(C),
we have |Ek ∩N(x)| = |Ek ∩N(Tx)| for all positive integers k.

To treat the strong linear preserver problem of SDS(n), a relevant ques-
tion to ask is, when two extreme points of SDS(n) are neighborly. In the
light of Theorem D, we shall translate this into a problem on graphs.

After this work was completed, we learned that Chiang and Li had found
a shorter and different proof for the characterization of the strong linear
preservers of the set of symmetric doubly stochastic matrices. In fact, they
also showed that, except for certain low dimensional cases, the strong linear
preservers of the set of symmetric permutation matrices are also of the form
X 7→ P T XP . We would like to thank them for showing us the preprint of
their paper [C–L2]. We would also like to mention that our approach has the
extra bonus of increasing our understanding of the structure of the polytope
SDS(n) — now we are able to characterize completely the neighborly relation
between the extreme points of this polytope.

2. LOCC graphs

All graphs considered in this paper are finite, have no multiple edges, and
may contain loops. By a path (respectively, cycle) we mean a simple open
(respectively, closed) walk. A path (or cycle) is said to be odd (or even) if
it has odd (or even) number of edges. A loop is treated as an odd cycle of
length 1. We call an edge which is not a loop a line segment. (It should be
clear from the context whether we are dealing with a line segment of a graph
or a line segment that joins two points in a linear space.)

By the graph of an n× n real symmetric matrix A, denoted by G(A), we
mean, as usual, the graph with vertex set 〈n〉 := {1, . . . , n}, where {i, j} is
an edge if and only if aij 6= 0.

We call a graph an LOCC graph if its connected components are each ei-
ther a line segment or an odd cycle. By Theorem D, for any A ∈ E(SDS(n)),
G(A) is an LOCC graph. Indeed, there is a one-to-one correspondence be-
tween the set of extreme points of SDS(n) and the set of LOCC graphs with
vertex set 〈n〉.

For our purposes, we shall adopt the following special definitions of union
and join of graphs. Let G, H be two graphs. If G and H have the same
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vertex set, then we use G ∪ H to denote the graph whose vertex set is the
common vertex set of G and H and whose edge set is the union of those of
G and H, and refer to it as the union of G and H. If G and H have disjoint
vertex sets, then we use G ∨ H to denote the graph whose vertex set and
edge set are respectively the union of those of G and H, and refer to it as
the join of G and H. Of course, we can also define the union and join of
more than two graphs in a similar way. Evidently, the join of LOCC graphs
is still an LOCC graph.

We call H a spanning LOCC subgraph of a graph G if H is an LOCC
graph which is also a spanning subgraph of G. Two LOCC graphs G, H on
the same vertex set are said to be neighborly if their union G∪H contains G
and H as its only spanning LOCC subgraphs. For any LOCC graph G, we
use N(G) to denote the set of LOCC graphs which are neighborly to G.

Note that for any A, B ∈ SDS(n), A ∈ Φ(B) if and only if for all
i, j ∈ 〈n〉, aij = 0 whenever bij = 0, or equivalently, G(A) is a (spanning)
subgraph of G(B). Also, we have G(A+B

2 ) = G(A) ∪ G(B). Consequently,
two extreme points A, B of SDS(n) are neighborly if and only if the LOCC
graphs G(A) and G(B) are neighborly.

Remark 1. Let G, H1, H2 be LOCC graphs such that H1, H2 ∈ N(G).
If G ∪H1 = G ∪H2, then H1 = H2.

This is because, H1 and H2 are both spanning LOCC subgraphs of G∪H1,
different from G, and G ∪H1 has only two spanning LOCC subgraphs.

Consider a connected component C of G ∪ H, where G, H are LOCC
graphs on the same vertex set. Clearly, there is no edge in G (or H) joining a
vertex of C to a vertex that lies outside C. So the subgraph of G (respectively,
of H) induced by the vertex set of C, which we call G1 (respectively, H1),
must be the join of some connected components of G (respectively, of H) and
hence is an LOCC graph. The LOCC graph G1 (also H1) is always a spanning
subgraph of C. If C is a line segment or an odd cycle, then G1 (also H1) must
be C itself, and in this case C is clearly a common connected component of G
and H. If C is not a line segment or an odd cycle, then from the above, C is
the union of two different LOCC subgraphs, namely, G1 and H1. In general,
the LOCC graphs G1 and H1 need not be neighborly. (For instance, take
G and H to be respectively the odd cycles 1 → 2 → 3 → 4 → 5 → 1 and
1 → 4 → 2 → 5 → 3 → 1. Then we have C = G ∪H, G1 = G and H1 = H,
and G1, H1 are not neighborly.) However, they must be neighborly if G and
H are. This is clearly so if C equals G∪H. If C 6= G∪H, then we can argue
by way of contradiction as follows. Suppose C contains a spanning LOCC
subgraph, say K, different from G1 and H1. Take the join of K and the
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connected components of G, (vertex-)disjoint from C. The resulting graph
is a spanning LOCC subgraph of G ∪ H, which is different from G and H,
in contradiction with the assumption that G and H are neighborly. Indeed,
the preceding argument can be adapted to show that, in case G and H are
neighborly, G∪H cannot contain more than one connected components which
are not line segments or odd cycles.

From the above discussion, we see that if G and H are two neighborly
LOCC graphs, then G ∪H has a unique connected component which is not
a line segment or an odd cycle. We shall refer to it as the distinguished
component of G ∪ H. Note that the distinguished component is itself the
union of two neighborly LOCC graphs, and also that G ∪H is equal to the
join of its distinguished component and the common connected components
of G and H, which are disjoint from the distinguished component. In other
words, the union of two neighborly LOCC graphs is completely determined
by its distinguished component. And, in view of Remark 1, we have

Remark 2. For any LOCC graph G, the cardinality of N(G) is equal to
the cardinality of the collection of distinguished components of G ∪K as K
runs through the set N(G).

An example is in order.

Example. Let G denote the odd cycle 1 → 2 → 3 → 4 → 5 → 1.
We are going to determine the LOCC graphs neighborly to G and also the
distinguished components of G ∪ K as K runs through all LOCC graphs
neighborly to G.

First, consider the LOCC graph H on 〈5〉 which is composed of a loop
at the vertex 1 together with the line segments {2, 3} and {4, 5}. Clearly
G ∪ H is equal to the odd cycle G together with the loop at the vertex 1.
Suppose K is a spanning LOCC subgraph of the latter graph. The possible
candidates for the connected component of K that contains the vertex 1 are:
the line segments {1, 2}, {1, 5}, the loop and the odd cycle G. If it is the
line segment {1, 2}, then the connected component (of K) that contains the
vertex 3 must be the line segment {3, 4}, and so the line segment {1, 5} must
be the connected component that contains the vertex 5 (and the vertex 1),
which is a contradiction. Similarly, the connected component that contains
the vertex 1 cannot be the line segment {1, 5}. If the connected component
is the loop, then K equals H, and if it is G, then K equals G. So G and H
are neighborly LOCC graphs. In this case, since G ∪H is connected, G ∪H
is its own distinguished component.

Next, let ˜H denote the LOCC graph on 〈5〉 which is composed of the odd
cycle 1 → 2 → 3 → 1 and the line segment {4.5}. Then G∪ ˜H is equal to the
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odd cycle G together with the line segment {1, 3} (joining the nonconsecutive
vertices 1 and 3). Let K be a spanning LOCC subgraph of G ∪ ˜H. One can
show that the connected component of K that contains the vertex 1 cannot
be the line segment {1, 2}, {1, 3} or {1, 5}. So the said connected component
must be the odd cycle G or the odd cycle 1 → 2 → 3 → 1; hence K must
be G or ˜H. This shows that G and ˜H are neighborly LOCC graphs. In this
case, G ∪ ˜H is also its own distinguished component.

By the above, we see that if we add one new edge (which is either a loop
or a line segment joining two nonconsecutive vertices) to the odd cycle G,
we obtain the distinguished component of the union of G and some LOCC
graph neighborly to G. But if we add more than one edges, then clearly
the resulting graph must contain more than two spanning LOCC subgraphs.
So we have captured all LOCC graphs neighborly to G and also the corre-
sponding distinguished components, and the cardinality of N(G) is equal to
(5
2

)

.

For our purpose, it is important to characterize connected graphs which
are the union of two neighborly LOCC graphs. In this respect, we have the
following result:

Theorem 3. A connected graph is the union of two neighborly LOCC
graphs if and only if it is one of the following :

(a) a path of length ≥ 1 with odd cycles attached at its two ends (such that
the path and the two odd cycles are pairwise internally disjoint);

(b) an odd cycle of length ≥ 3 with an odd simple walk (open or closed,
internally disjoint from the cycle) joining two (not necessarily distinct)
vertices of the cycle; or

(c) an even cycle of length ≥ 4.

Proof of Theorem 3. “If ” part: One can readily show that if P is a
graph of the form (a), (b) or (c), then P can be expressed as the union of
two neighborly LOCC graphs. The less trivial part is to show that the two
involved LOCC graphs are in fact neighborly. We demonstrate how this can
be done when P is a graph of the form as given by (a) and the path involved
is of odd length.

Suppose P is composed of the path w0 → w1 → · · · → w2r−2 → w2r−1,
where r ≥ 1, together with the odd cycles Γ1 : u0 → · · · → u2p−2 → u0 and
Γ2 : v0 → · · · → v2q−2 → v0, where w0 = u0 and w2r−1 = v0. Then the graph
P is the union of the LOCC graphs G and H, where G is the join of the
odd cycles Γ1, Γ2 and the line segments {w2l−1, w2l}, l = 1, . . . , r − 1, and
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H is the join of the line segments {w2i, w2i+1}, i = 0, . . . , r − 1, {u2j−1, u2j},
j = 1, . . . , p− 1, and {v2k−1, v2k}, k = 1, . . . , q − 1. To show that the LOCC
graphs G and H are neighborly, let K be a spanning LOCC subgraph of P .
The possible candidates for the connected component of K that contains the
vertex u0 are: the odd cycle Γ1 and the line segments {u0, u2p−2}, {u0, u1} and
{w0, w1}. One can show that the said connected component cannot be the
line segment {u0, u2p−2} or {u0, u1} (cf. our Example). If it is the odd cycle
Γ1, then, arguing one by one, one can show that the following line segments
are each connected components of K : {w1, w2}, {w3, w4}, . . . , {w2r−3, w2r−2}.
But one can also show that the connected component of K containing v0 can-
not be the line segment {v0, v1} or {v0, v2q−2}. So, in this case, the connected
component of K containing v0 must be the cycle Γ2. Hence, K is G. If the
connected component of K containing u0 is the line segment {w0, w1}, then
by a similar argument one can also show that K is H. So G and H are the
only spanning LOCC subgraphs of P , i.e., G and H are neighborly.

“Only if ” part: We will depend on the following useful observation:

Assertion. Let G, H be neighborly LOCC graphs such that G ∪ H is
connected. If G ∪ H contains a subgraph K of the form (a), (b) or (c),
and K, in turn, contains the join of some connected components of G as a
spanning subgraph, then G∪H is equal to K and consequently is of the form
(a), (b) or (c).

Proof of Assertion. First, observe that if we have two graphs each of
which is the union of two neighborly LOCC graphs such that one of the graph
is a spanning subgraph of the other, then the two graphs are the same. Let
˜G denote the spanning subgraph of K which is the join of some connected
components of G. According to our assumption or the proved “if” part, the
graphs G ∪ H and K are each the union of two neighborly LOCC graphs.
So it suffices to show that G ∪H and K, or equivalently, G and ˜G, has the
same vertex set. Suppose not. Since K is the union of two neighborly LOCC
graphs and ˜G is a spanning LOCC subgraph of K, K must be the union of ˜G
and another LOCC graph, say ˜H. Let P be the join of ˜H and the connected
components of G disjoint from ˜G. Clearly, P is a spanning LOCC subgraph
of G∪H. Note that G and H cannot have a common connected component,
as G ∪ H is connected and G, H are different. Since P shares at least one
common connected component with G but H does not, P must be different
from H. Also, P is different from G, because the subgraphs of P and G
induced by the vertex set of K are respectively ˜H and ˜G and are different.
So P is a spanning LOCC subgraph of G∪H, different from G and H, which
contradicts the assumption that G and H are neighborly. This completes the
proof. �
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First, consider the case when G and H both have only line segment
components. If G ∪H has a vertex of degree 1, then G and H must share a
common line segment component, which is a contradiction. So the degree of
each vertex of G∪H must be 2 and G∪H contains at least one cycle K. It
is clear that the edges of K are alternately connected components of G or H,
i.e., K is a cycle of even length ≥ 4. Now K is of the form (c) and clearly it
contains as a spanning subgraph the join of certain line segment components
of G. So by the Assertion, G ∪H equals K and hence is of the form (c).

Now, consider the case when G or H has an odd cycle component, say
G. If G has only one connected component, then G must be an odd cycle
of length ≥ 3 and we readily show that G ∪ H is of the form (b) (cf. our
Example). So, without loss of generality, we may assume that G has an odd
cycle CG (possibly a loop) and there is an edge, say, {v0, v1} of H such that
v0 lies on CG but v1 does not. We want to prove that G ∪H is of the form
(a) or (b). Assume to the contrary that this is not true. If the connected
component of G that contains v1 is an odd cycle, say C, then the graph which
is composed of C, CG and the edge {v0, v1} is of the form (a), and moreover
it contains as a spanning subgraph the join of the connected components
CG and C of G. Then, by the Assertion, G ∪ H is of the form (a), which
contradicts our assumption. So the connected component of G that contains
v1 is a line segment, say, {v1, v2}.

Proceeding inductively, suppose that for t ≥ 1, we have already con-
structed distinct vertices v1, . . . , v2t, all lying outside CG, such that for j =
1, . . . , t, {v2j−2, v2j−1} is an edge of H and {v2j−1, v2j} is a connected com-
ponent of G. If H has no edge incident with v2t other than {v2t−1, v2t}, then
the line segment {v2t−1, v2t} is a common connected component of G and H,
which is a contradiction, as G ∪H is connected and G, H are different. So
H must have an edge incident with v2t other than {v2t−1, v2t}. If the edge
joins v2t to v2s, where 1 ≤ s ≤ t, (or, to a vertex of CG), then by apply-
ing the Assertion, we can conclude that G ∪ H is of the form (a) (or, of
the form (b)), which contradicts our assumption. Note that the case when
the edge joins v2t to v2s−1, where 1 ≤ s < t, cannot happen; because, then
the join of CG, the line segments {v2j−1, v2j}, 1 ≤ j ≤ s − 1, {v2k, v2k+1},
s ≤ k ≤ t − 1, and {v2t, v2s−1}, and the connected components of G not
incident with v0, v1, . . . , v2t (if any) is a spanning LOCC subgraph of G∪H,
different from G and H, which contradicts the hypothesis that G and H are
neighborly LOCC graphs. So H must have an edge, say, {v2t, v2t+1} such
that v2t+1 does not lie on CG and is different from v1, . . . , v2t. If the con-
nected component of G that contains v2t+1 is an odd cycle, then again by
applying the Assertion, we arrive at a contradiction. So, v2t+1 is contained in
a line segment component of G, say, {v2t+1, v2t+2}. Continuing in this way,
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we construct an infinite sequence (vk)k∈N of distinct vertices (all lying outside
CG such that for j = 1, 2, . . . , {v2j−2, v2j−1} is an edge of H and {v2j−1, v2j}
is a connected component of G), which is a contradiction, as our graphs are
finite.

The proof is complete. �

As noted in the discussions preceding Remark 2, if G and H are neigh-
borly LOCC graphs, then the distinguished component of G ∪ H can be
expressed as G1 ∪H1, where G1, H1 are neighborly LOCC graphs such that
G1 (respectively, H1) is equal to the join of certain connected components
of G (respectively, of H), and moreover G1 and H1 share no common con-
nected components. So, for a given LOCC graph G, a graph D is equal to
the distinguished component of G ∪H for some H ∈ N(G) if and only if D
is of one of the forms (a), (b) or (c) as given by Theorem 3 and moreover D
contains as a spanning subgraph the join of certain connected components of
G, among which at most two are odd cycles (as can be seen from Theorem
3). To obtain such D, we choose some of the connected components of G (at
most two of which are odd cycles) and add edges (but not vertices) so that
the resulting graph is connected and satisfies (a), (b) or (c) of Theorem 3.
In view of Remark 2, the number of ways this can be done is equal to the
cardinality of N(G).

Let n be a given positive integer. For i = 0, 1, . . . , [n/2], let Gn
i denote

the collection of all LOCC graphs with vertex set 〈n〉 which have precisely
i line segments among their connected components. The following result is
crucial to our treatment of strong linear preservers of SDS(n).

Theorem 4. Let n ≥ 3 be a given positive integer. For any i, i =
0, . . . , [n/2], the cardinality of N(G) is independent of the choice of G from
Gn

i . If Nn
i denotes the common value of |N(G)| for G ∈ Gn

i , then we have
Nn

0 < Nn
1 < · · · < Nn

[n/2].

Proof. Note that every member of Gn
[n/2] is a graph composed of [n/2]

line segment components or [n/2] line segment components together with a
loop component, depending on whether n is even or odd. So any two graphs
G, H in Gn

[n/2] are isomorphic, and it is clear that the isomorphism between
G and H induces a one-to-one correspondence between N(G) and N(H),
hence we have |N(G)| = |N(H)|. To complete the proof of the first half, it
remains to consider the case when 0 ≤ i < [n/2].

We are going to prove the following:

Assertion. Let G ∈ Gn
i , where n ≥ 3 and 0 ≤ i < [n/2]. If G has at least

one odd cycle component with more than one vertex and if we replace one
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such odd cycle component by loops at each of its vertices, then the resulting
LOCC graph and the graph G have the same number of neighborly graphs.

It is clear that, once the above assertion is proved, it will follow that
|N(G)| = |N(H)| whenever G, H belong to the same Gn

i .

Proof of Assertion. Let H be the LOCC graph obtained from G by
replacing the odd cycle C : u1 → · · · → uk → u1, where k ≥ 3, by k
loops R1, . . . , Rk attached at the vertices u1, . . . , uk respectively. Let G (re-
spectively, H) denote the collection of distinguished components of G ∪ K
(respectively, of H ∪K) as K runs through all LOCC graphs neighborly to
G (respectively, to H). In view of Remark 2, it suffices to show that G and
H have the same cardinality.

To obtain an element of G (respectively, of H), we choose certain con-
nected components of G (respectively, of H) and add edges so that the re-
sulting graph is connected and satisfies (a), (b) or (c) of Theorem 3. For our
choice, we may take C alone (respectively, precisely two loops, both from
R1, . . . , Rk), or take only connected components of G (respectively, of H)
other than C (respectively, R1, . . . , Rk), or take C (respectively, at least one
of the loops R1, . . . , Rk) together with at least one connected component of G
(respectively, of H) other than C (respectively, R1, . . . , Rk). So the elements
of G (respectively, of H) can be classified into three kinds according to the
above choices.

If P is an element of G of the first kind, then P equals either the cycle
C with a loop attached at one of its vertices or the cycle C with an edge
joining two nonconsecutive vertices (cf. our Example). There are altogether
(k

2

)

such P . Similarly, if P is an element of H of the first kind, then P equals
one of the line segments {ur, us}, r, s ∈ 〈k〉, r 6= s, together with loops at its
ends. Again, there are altogether

(k
2

)

such P . So G and H have the same
number of elements of the first kind.

G and H also have the same number of elements of the second kind and,
in fact, the same set of elements, because the connected components of G
other than C and those of H other than R1, . . . , Rk are the same.

It remains to compare the elements of G and those of H of the third kind.
By examining Theorem 3 and its proof carefully, one can see that an ele-

ment of G (respectively, of H) of the third kind must be one of the following:
(i) an odd path of length ≥ 1 with the odd cycle C (respectively, with

one of the loops R1, . . . , Rk) attached at one end and an odd cycle of G other
C (respectively, of H other than the loops R1, . . . , Rk) attached at the other
end;

(ii) an even path of length ≥ 2 with the odd cycle C (respectively, with
one of the loops R1, . . . , Rk) attached at one end and another odd cycle,
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which is not a cycle of G (respectively, of H), attached at the other end; or
(iii) the odd cycle C with an odd simple walk of length ≥ 3 joining

two (not necessarily distinct) vertices of C (respectively, an odd path of
length ≥ 3 with loops, both chosen from R1, . . . , Rk, attached at its two ends
[accounting for graphs of the form (a) in Theorem 3 when the path is odd
and the odd cycles at the two ends are both chosen from R1, . . . , Rk], or an
odd cycle of length ≥ 3 with one of the loops R1, . . . , Rk attached).

Let P be an element of G of the third kind. If P is of the form (i) or
(ii), we obtain a graph ˜P from P by replacing the cycle C by a loop at the
vertex at which the path is attached to C. If it is of the form (iii), we obtain
a graph ˜P from P by replacing the cycle C by two loops at the two ends
of the walk (or by one loop, in case we have a closed walk). In each case,
˜P is of the form (a) or (b) of Theorem 3 and, in addition, it contains as a
spanning subgraph the join of at least one of the loops R1, . . . , Rk and certain
connected components of H other than R1, . . . , Rk. So ˜P is an element of H
of the third kind. Furthermore, it is not difficult to see that the association
P 7→ ˜P gives a one-to-one correspondence between the elements of G and
those of H of the third kind. This completes the proof of our Assertion and
hence the first half of the theorem.

To establish the last half of the theorem, it suffices to prove the following:
If G is an LOCC graph on 〈n〉 which is composed of i line segments and

n− 2i(≥ 2) loops, where n ≥ 3 and 0 ≤ i ≤ [n/2]− 1, and if H is the LOCC
graph obtained from G by replacing two of its loops by a line segment joining
their vertices, then |N(G)| < |N(H)|.

Let G and H have the same meanings as before. We want to show that
for any P ∈ G, we can associate with it some ˜P ∈ H, and moreover the
association is one-to-one but not onto.

We may assume that H is obtained from G by replacing the loops R1, R2

at the vertices u1, u2 by the line segment {u1, u2}. Consider any P ∈ G. If
P does not contain the vertex u1 or u2 or if P is equal to the line segment
{u1, u2} together with the loops R1, R2, then we take ˜P to be P . If P
contains exactly one of the vertices u1, u2, say u1, then, in view of Theorem
3, P is either a path of length ≥ 1 with the loop R1 attached at one end and
an odd cycle attached at the other end, or is an odd cycle with the loop R1

attached. In either case, we obtain ˜P from P by adding the edge {u1, u2}
and the loop R2 and deleting the loop R1. If P contains the vertices u1, u2

and also other vertices, then P must be an odd path of length ≥ 3, with the
loops R1, R2 attached at its two ends. In this case, we obtain ˜P from P by
adding the line segment {u1, u2} and deleting the loops R1 and R2 (giving
rise to an even cycle). Using Theorem 3, one can show that the association
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P 7→ ˜P provides a well-defined one-to-one mapping from G into H.
To complete the proof, it remains to show that there exists ̂P ∈ H which is

not an image of the above mapping. If n is odd or n is even and i ≤ [n/2]−2,
then G (and hence also H) has at least one loop other than R1 and R2, say,
R3 at the vertex u3. In this case, take ̂P to be the graph obtained from
{u1, u2} ∨ R3 by adding the edges {u1, u3} and {u2, u3}. Since ̂P is of the
form (b) as given by Theorem 3 and contains the join of the connected com-
ponents {u1, u2} and R3 of H as a spanning subgraph, ̂P ∈ H. Note that
any image of the above mapping has to be the line segment {u1, u2} with
loops attached at both ends, or it does not involve the vertices u1 or u2, or it
is a path with the loops R1 or R2 attached at one end and another odd cycle
attached at the other end and in addition {u1, u2} is an edge of the path, or
it is an even cycle. But ̂P satisfies none of the above, so ̂P has no pre-image.
In the remaining case, we have, n is an even integer ≥ 4 and i = [n/2] − 1.
Then G is the join of [n/2]−1 line segments and the two loops R1, R2 (at the
vertices u1, u2 respectively). Take any line segment of G, say, L1 = {u3, u4}
and let ̂P be the connected graph obtained from L1 ∨{u1, u2} by adding the
edges {u1, u3}, {u2, u3} and a loop at u4. Again, one can check that ̂P ∈ H
but ̂P is not an image of the said mapping. The proof is complete. �

We shall need also the following technical lemma:

Lemma 1. Let G and H be LOCC graphs on 〈n〉, where n is an odd
integer ≥ 5. Suppose that G is composed of a cycle of length 3 and [n

2 ] − 1
line segments and H is composed of three loops and [n

2 ] − 1 line segments.
Let

N1 = {K ∈ N(G) ∩Gn
0 : G ∪K is connected}

and
N2 = {K ∈ N(H) ∩Gn

0 : the distinguished component of H ∪K
contains at least one of the three loops of H}.

Then |N1| = 2|N2| > 0.

Proof. It suffices to show that the cardinality of the collection of dis-
tinguished components of G ∪ K as K runs through all elements of N1 is
twice that of the collection of distinguished components of H ∪K as K runs
through all elements of N2. There is no loss of generality in assuming that G
and H have the same line segments. We are going to make use of the proof
of the Assertion in the proof of Theorem 4.
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Let G and H have the same meanings as before. First, we want to identify
the elements of N1 and N2. The elements of G (respectively, of H) can be
classified into three kinds as in the proof of the Assertion. Let K ∈ N(G)
(respectively, N(H)) and let P denote the distinguished component of G∪K
(respectively, of H ∪ K). It is easy to see that if P is an element of G (re-
spectively, of H) of the first kind, then G ∪ K (respectively, H ∪ K), and
hence K, has at least one line segment component [as G ∪K (respectively,
H ∪K) and K share common line segment and odd cycle components if they
exist]; if P is an element of G (respectively, of H) of the second kind, then
P does not contain the 3-cycle of G (respectively, any one of the three loops
of H) as a subgraph. So, for such P , the corresponding K does not belong
to Ni for i = 1 or 2. If P is an element of G (respectively, of H) of the third
kind, then it must be of the form (i), (ii) or (iii) as described in the proof of
the Assertion (where the odd cycle C mentioned there becomes the 3-cycle
of G in this lemma). Since G (respectively, H) has no odd cycles other than
C (respectively, the three loops), P cannot be of the form (i). It is ready to
check that when P (in G or H) is of the form (ii), we have K /∈ Gn

0 and so
K /∈ Ni for i = 1 or 2. Moreover, when P ∈ G is of the form (iii), we have
K /∈ N1 if the odd simple walk of P is closed; and if the walk is open, then
we have, K ∈ N1 if and only if K has no line segment component, i.e., P
and G ∪K are the same and is equal to the 3-cycle C together with a path
of length 2m + 1 joining two distinct vertices of C, where, for convenience,
we have introduced m to stand for [n

2 ] − 1. Denote the line segments of G
(and H) by L1, . . . , Lm. Summarizing and rephrasing, for any P ∈ G, we
have K ∈ N1 if and only if P can be obtained as follows: Link up the line
segments L1, . . . , Lm to form a path of length 2m− 1 and then join the two
ends of the path to different vertices of C. On the other hand, when P ∈ H
is of the form (iii), we have K /∈ N2 if the odd simple walk of P is open; and
if the walk is closed, then K ∈ N2 if and only if P equals an odd cycle of
length of 2m+1 that contains all the line segments L1, . . . , Lm and with one
of the three loops of H attached. Putting it differently, for any P ∈ H, we
have K ∈ N2 if and only if P can be obtained in the following way: Link up
the line segments L1, . . . , Lm to form a path of length 2m− 1 and then join
the two ends of the path to one of the three loops of H. But for each way
of linking up the line segments L1, . . . , Lm to form a path of length 2m − 1
and then joining the two ends to one of the three loops, there are two ways
of joining the two ends of the same path to two different vertices of C. It
follows that we have |N1| = 2|N2| > 0. �

One can readily check that in Lemma 1 if n ≤ 3, then the sets N1 and
N2 are both empty.
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3. Strong preservers of symmetric doubly stochastic matrices

We would like point out that Theorem 1 does not extend to the case n =
2. The polytope SDS(2) has exactly two strong linear preservers, namely,

the identity operator and the one which interchanges I2 and
[

0 1
1 0

]

, as

SDS(2) is a line segment with endpoints I2 and
[

0 1
1 0

]

. Evidently, the

latter operator is not of the form T (X) = P tXP , where P ∈ P(2).
This section is devoted to proving Theorem 1. The implication (b) =⇒ (a)

is clear. It remains to show (a) =⇒ (b). Before we do that, we need two
more lemmas.

We shall denote by P (r, s) the n× n transposition (permutation) matrix
with 1 at its (r, s), (s, r) and (t, t) positions for t ∈ 〈n〉\{r, s} and 0 elsewhere.

Lemma 2. Let C2 denote the collection of all transposition matrices of
P(n). Then C2 ∪ {In} is a basis for spanSDS(n).

Proof. Clearly, C2 ∪ {In} is a linearly independent subset of SDS(n). It
remains to show that each extreme matrix of SDS(n) can be written as a
linear combination of matrices in C2 ∪ {In}. Consider any A ∈ E(SDS(n)).
By Theorem D and the fact that C2∪{In} is closed under taking permutation
similarity, we may assume that A is already of the form A1⊕· · ·⊕Am, where
each Aj is of one of the three types (i), (ii) or (iii) as given by Theorem D.
For j = 1, . . . , m, let kj denote the size of Aj. Also let

˜Aj = Ik1 ⊕ · · · ⊕ Ikj−1 ⊕ Aj ⊕ Ikj+1 ⊕ · · · ⊕ Ikm .

It is easy to check that A = ˜A1 + ˜A2 + · · ·+ ˜Am − (m− 1)In. Also, for each
j, if Aj is of type (i) or (ii), then clearly ˜Aj ∈ C2 ∪ {In}; if Aj is of type (iii),
then we also have ˜Aj ∈ span(C2 ∪ {In}) as

˜Aj =
1
2
[P (lj + 1, lj + 2) + P (lj + 2, lj + 3) + · · ·

+P (lj + kj − 1, lj + kj) + P (lj + kj, lj + 1)− (kj − 2)In],

where lj = k1 + · · · + kj−1 for 2 ≤ j ≤ m and l1 = 0. This shows that
E(SDS(n)) ⊆ span(C2 ∪ {In}), as desired. �

For any integer i, 0 ≤ i ≤ [n/2], we use En
i to denote the set of all matri-

ces A ∈ E(SDS(n)) that satisfy G(A) ∈ Gn
i . We use Jn to denote the n× n
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matrix all of whose entries equal 1. We also write ˜Jn for Jn − In.

Proof of Theorem 1, (a) =⇒ (b).

Hereafter, we use T to denote a strong linear preserver of SDS(n) for
n ≥ 3.

Assertion 1. T (In) = In.

Proof of Assertion 1. For each i = 0, . . . , [n/2], by definition, En
i equals

the set of matrices A ∈ E(SDS(n)) that satisfy G(A) ∈ Gn
i . By Theorem

4 the latter set, in turn, is equal to the set of all A ∈ E(SDS(n)) for which
|N(A)| = Nn

i . So by the discussion near the end of Section 1, T maps the
set En

i onto itself.
We first treat the case when n is even. By symmetry, clearly

∑

A∈En
[n/2]

A

equals αn
˜Jn for some αn > 0. But T (En

[n/2]) = En
[n/2], so we have

T ( ˜Jn) = α−1
n





∑

A∈En
[n/2]

T (A)



 = α−1
n





∑

A∈En
[n/2]

A



 = ˜Jn.

On the other hand, T also fixes the matrix
∑

A∈E(SDS(n)) A, which is clearly

of the form βnIn + γn
˜Jn for some βn, γn > 0. It follows that T fixes In.

Now consider the case when n is odd. When n = 3, by direct calculation,
we have

∑

A∈E(SDS(3))

A =
1
2
I3 +

3
2
J3,

and so
1
2
I3 +

3
2
J3 =

1
2
T (I3) +

3
2
T (J3).

On the other hand,
∑

A∈E3
1
A = J3, so J3 = T (J3). It follows that T fixes I3.

For odd n, n ≥ 5, we consider the class En
[n/2]−1. Each matrix in this class

has graph made up of [n/2]− 1 (disjoint) line segments, together with three
loops or one 3-cycle. So we can partition En

[n/2]−1 as L ∪ T , where

L = {A ∈ En
[n/2]−1 : G(A) contains three loops}

and
T = {A ∈ En

[n/2]−1 : G(A) contains a 3-cycle}.

As explained before, T preserves the class En
[n/2]−1. We contend that T also

preserves L and T . Suppose not. Then there must exist A ∈ T such that
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T (A) = B for some B ∈ L. An element R of N(A) ∩ En
0 (respectively,

of N(B) ∩ En
0 ) can be classified as of the first or second kind according to

whether or not the distinguished component of G(A) ∪ G(R) (respectively,
of G(B) ∪ G(R)) contains the join of the [n/2] − 1 line segments of G(A)
(respectively, of G(B)) as a spanning subgraph (noting that the distinguished
component has to contain each of the [n/2]−1 line segments, as G(R) ∈ Gn

0 ).
It is clear that N(A)∩En

0 and N(B)∩En
0 have the same number of elements

of the first kind. Now we apply Lemma 1 with G = G(A) and H = G(B).
Recall how one can obtain the distinguished components of the unions of an
LOCC graph and its neighborly graphs (as given in the paragraph following
Theorem 3). Note that an element R of N(A) ∩ En

0 is of the second kind
if and only if the distinguished component of G(A) ∪ G(R) contains the 3-
cycle of G(A) (besides all of the [n/2] − 1 line segments), i.e., if and only if
G(R) ∈ N1. Similarly, an element R of N(B)∩En

0 is of the second kind if and
only if G(R) ∈ N2. So, by Lemma 1, the number of elements in N(A) ∩ En

0
of the second kind is twice of that of N(B) ∩ En

0 . Hence, we have

|N(A) ∩ En
0 | > |N(B) ∩ En

0 | = |T (N(A)) ∩ T (En
0 )| = |N(A) ∩ En

0 |,

where the first equality holds as we have T (N(A)) = N(T (A)) = N(B) and
T (En

0 ) = En
0 and the second equality holds as T is bijective. So we arrive

at a contradiction. This shows that T preserves the sets L and T . But
∑

A∈T A = ω ˜Jn for some ω > 0, so T fixes ˜Jn. On the other hand, T also
fixes the matrix

∑

A∈E(SDS(n)) A, which is of the form βnIn + γn
˜Jn for some

βn, γn > 0. It follows that T fixes In. This completes the proof of Assertion 1.

The next assertion can be proved by modifying the argument used for
[L–T–T, Assertion 2 in the proof of Theorem 2.2], noting that in the course
of our proof of Assertion 1 we also established T ( ˜Jn) = ˜Jn. Here we give an
alternative proof.

Assertion 2. T (C2) = C2, where C2 has the same meaning as in Lemma
2.

Proof of Assertion 2. Since the LOCC graphs on 〈n〉 neighborly to
G(In) are precisely the LOCC graphs on 〈n〉 which are joins of a line segment
and n− 2 loops, N(In) equals C2. So we have

T (C2) = T (N(In)) = N(T (In)) = N(In) = C2.

Assertion 3. Suppose that T (P (i, j)) = P (p, q) and T (P (k, l)) = P (r, s).
If {i, j} ∩ {k, l} is a singleton, then so is {p, q} ∩ {r, s}.
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The proof of Assertion 3 is the same as that for [L–T–T, Assertion 3 in the
proof of Theorem 2.2]. The proof of the next assertion is also a modification
of that for [L–T–T, Assertion 4 in the proof of Theorem 2.2].

Assertion 4. There exists P ∈ P (n) such that T (X) = P tXP for all
X ∈ C2.

Proof of Assertion 4. First, we may assume that T (P (1, 2)) = P (1, 2).
Otherwise, since T (C2) = C2 by Assertion 2, we can choose a permutation
σ ∈ Sn that satisfies T (P (1, 2)) = P (σ(1), σ(2)) and replace T by ˜T defined
by ˜T (X) = P t

σT (X)Pσ, where Pσ denotes the n×n permutation matrix whose
jth column is the standard unit vector eσ(j). [Here and in what follows we
use implicitly the formula P t

σP (i1, . . . , ik)Pσ = P (σ−1(i1), . . . , σ−1(ik)), where
P (i1, . . . , ik) denotes Pτ for the cyclic permutation τ in Sn given by τ(j) = j
for j /∈ {i1, . . . , ik}, τ(ir) = ir+1 for r = 1, . . . , k − 1, and τ(ik) = i1.]

By Assertion 3, T (P (1, 3)) = P (1, s) or P (2, s) for some s ≥ 3. We may
assume that T also fixes P (1, 3). Otherwise, replace T by ˜T defined by

˜T (X) = P (3, s)T (X)P (3, s) or P (3, s)P (1, 2)T (X)P (1, 2)P (3, s),

depending on whether T (P (1, 3)) = P (1, s) or P (2, s). (If s = 3, P (3, s) is
treated as In.)

Consider any l ≥ 4. By Assertion 3 with (k, l) = (1, l) and (i, j) =
(1, 2), (1,3) in turn, we infer that T (P (1, l)) is either P (2, 3) or P (1, sl)
for some sl ≥ 4. Suppose that the former happens. Consider the element
A = 1

3(P (1, 2) + P (1, 3) + P (1, l)) of SDS(n). Notice that the face Φ(A) of
SDS(n) contains precisely three extreme matrices, namely, P (1, 2), P (1, 3)
and P (1, l). On the other hand, Φ(T (A)), which is 1

3(P (1, 2) + P (1, 3) +
P (2, 3)), contains precisely five extreme matrices, namely, P (1, 2), P (1, 3),

P (2, 3), In and





0 1/2 1/2
1/2 0 1/2
1/2 1/2 0



⊕In−3. Since T is a strong linear preserver

of SDS(n), Φ(A) and Φ(T (A)) should have the same number of extreme
matrices. So we arrive at a contradiction. This shows that for each l ≥ 4,
we have T (P (1, l)) = P (1, sl) for some sl ≥ 4. Let τ ∈ Sn be given by τ(i)
equals i for i = 1, 2, 3 and equals si for i = 4, . . . , n, and replace T by ˜T
where ˜T (X) = P t

τT (X)Pτ . Then we may assume that T fixes P (1, i) for all
i ≥ 2.

Consider any distinct r, s ∈ {2, . . . , n}. Since T fixes P (1, r) and P (1, s),
by Assertion 3 and the fact that T fixes P (1, i) for all i ≥ 2, we readily infer
that T also fixes P (r, s). This completes the proof of Assertion 4.
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Now by Lemma 2, Assertions 1 and 4, the implication (a) =⇒ (b) of
Theorem 1 clearly follows. �

4. Strong preservers of symmetric doubly substochastic matrices

In this section we treat the strong linear preserver problem for the poly-
tope SDsS(n).

We shall denote by Eij the n× n matrix with 1 at its (i, j) position and
0 elsewhere. Clearly, SDsS(n) contains all Eii and Eij + Eji for i, j ∈ 〈n〉,
i 6= j. So span SDsS(n) equals the space of all n×n real symmetric matrices.

By Theorem E (and D), if A ∈ E(SDsS(n)), then the connected compo-
nents of G(A) are each a line segment, an odd cycle or an isolated vertex.
In fact, it is easy to see that there is a one-to-one correspondence between
the set E(SDsS(n)) and the collection of graphs on 〈n〉 whose connected
components are each a line segment, an odd cycle or an isolated vertex.

One can show that for any A, B ∈ SDsS(n), A ∈ Φ(B) if and only
if for all i, j ∈ 〈n〉, aij = 0 whenever bij = 0 (or, equivalently, G(A) is a
subgraph of G(B)) and moreover the ith row sum of A equals 1 whenever
the corresponding row sum of B equals 1. (See [L–T–T, Proposition 1.1] for
a more general result.) One would expect that the problem of determining
when two extreme elements of SDsS(n) are neighborly is more difficult than
the corresponding problem for the polytope SDS(n), which is already non-
trivial. Fortunately, for our purposes, we need not resolve the said problem
completely.

Lemma 3. For any A ∈ E(SDsS(n)), Φ(A/2) contains exactly two ex-
treme elements (namely, On and A) if and only if A equals Eii or Eij + Eji

for some i, j ∈ 〈n〉, i 6= j.

Proof. “If ” part: For any i, j ∈ 〈n〉, i 6= j, it is readily checked that
the face Φ((Eij + Eji)/2) contains exactly two extreme elements, namely,
Eij + Eji and the zero matrix On. A similar assertion also holds for Eii.

“Only if ” part: For convenience, denote by Ak the k×k symmetric matrix
as given in Theorem D, (iii). Consider any nonzero extreme element A of
E(SDsS(n)) which is not of the form Eii or Eij +Eji, where i, j ∈ 〈n〉, i 6= j.
Since the class of matrices of the said form is invariant under permutation
similarity, by Theorems E and D we may assume that A is already of one of
the following forms:
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(i) (1)⊕ (1)⊕B, where B ∈ E(SDsS(n− 2)),

(ii)
[

0 1
1 0

]

⊕
[

0 1
1 0

]

⊕B, where B ∈ E(SDsS(n− 4)),

(iii) (1)⊕
[

0 1
1 0

]

⊕B, where B ∈ E(SDs(n− 3)), and

(iv) Ak ⊕B, where B ∈ E(SDsS(n− k)) for some odd integer k ≥ 3.
If A is of the form (i), then Φ(A/2) contains at least four extreme ele-

ments, namely, A, On, (1)⊕ (0)⊕B and (0)⊕ (1)⊕ (B).
If A is of the form (ii), then Φ(A/2) contains at least four extreme ele-

ments, namely, A, On,
[

0 1
1 0

]

⊕O2 ⊕B and O2 ⊕
[

0 1
1 0

]

⊕B.

If A is of the form (iii), then Φ(A/2) contains at least four extreme ele-

ments, namely, A, On, (1)⊕O2 ⊕B and (0)⊕
[

0 1
1 0

]

⊕B.

If A is of the form (iv), then Φ(A/2) contains the extreme elements A,

On,
[

0 1
1 0

]

⊕Ok−2 ⊕B and many more.

This proves that for any A ∈ E(SDsS(n)), if Φ(A/2) contains exactly
two extreme elements, then necessarily A equals Eii or Eij + Eji for some
i, j ∈ 〈n〉, i 6= j. �

It would be helpful to keep in mind the following observation, though we
do not need it in our proofs.

Remark 3. Let A, B be extreme elements of SDsS(n), both different
from the zero matrix On. If A, B are neighborly extreme points, then there
exist an edge e of G(A) and also an edge f of G(B) such that e and f meet
at a common vertex (and possibly, e = f).

To see this, suppose that the edges of G(A) and those of G(B) do not
meet at a common vertex. Then all row (column) sums of (A + B)/2 is less
than or equal to 1/2. So, besides A and B, Φ((A + B)/2) also contains On

as an extreme element. Hence, A and B are not neighborly extreme points.

Proof of Theorem 2.

It suffices to consider the implication (a) =⇒ (b). In what follows, we
denote by T a strong linear preserver of SDsS(n).

Assertion 5. T permutes the elements of the set

B = {Eii : i ∈ 〈n〉} ∪ {Eij + Eji : i, j ∈ 〈n〉, i 6= j}.
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Proof of Assertion 5. Since T is a strong linear preserver of SDsS(n),
T maps the elements of E(SDsS(n)), and in particular the elements of B,
into E(SDsS(n)). In view of Lemma 3, for any A ∈ E(SDsS(n)), we have,
A ∈ B if and only if Φ(A/2) has exactly two extreme elements if and only if
Φ(T (A)/2) has exactly two extreme elements if and only if T (A) ∈ B. So we
have T (B) = B.

Assertion 6. For any i, j ∈ 〈n〉, i 6= j, we have

|N(Eii)| =
n2

2
+

n
2

and |N(Eij + Eji)| =
3
2
n2 − 3

2
n + 1.

Proof of Assertion 6. It is clear that we need only consider the case
when i = 1 and j = 2.

The first equality of Assertion 6 follows readily once we establish the
following claim:

N(E11) = {On, E11 + Eii, E11 + Eij + Eji, E1i + Ei1 : i, j ∈ 〈n〉\{1}, i 6= j}.

To show that E1i + Ei1 ∈ N(E11), where i ∈ 〈n〉\{1}, consider any
B ∈ E(Φ((E11 + E1i + Ei1)/2)). Note that the connected component of B
containing the vertex 1 cannot be an isolated vertex, because the first row
sum of B has to be 1, as the first row sum of (E11 + E1i + Ei1)/2 equals
1 and B ∈ Φ((E11 + E1i + Ei1)/2). But G(B) is a spanning subgraph of
G((E11+E1i+Ei1)/2), and G((E11+E1i+Ei1)/2) consists of the line segment
{1, i}, a loop at the vertex 1, together with isolated vertices, so G(B) must
consist of isolated vertices together with either a loop at the vertex 1 or the
line segment {1, i}. It follows that B equals E11 or E1i + Ei1. This shows
that |E(Φ((E11 + E1i + Ei1)/2))| = 2, hence E1i + Ei1 ∈ N(E11). In a similar
way, one can also show that each of the other elements in the set on the right
side of our claim belongs to N(E11).

To prove the reverse inclusion, let On 6= B ∈ N(E11). First, consider the
case when G(B) has an edge e (possibly a loop) which is not incident with
the vertex 1. Let H denote the graph on 〈n〉 consisting of the edge e and
the loop at the vertex 1, together with other isolated vertices. Clearly, H
is the graph of some C ∈ E(SDsS(n)). Note that the 1st row is the only
possible row of (E11 + B)/2 with row sum equal to 1, that H is a subgraph
of G((E11 + B)/2), and also that the 1st row sum of C is equal to 1; hence
C ∈ Φ((E11 + B)/2). Clearly, C 6= E11. Since B and E11 are neighborly
extreme points, this implies that we must have C = B. So, in this case, B
equals E11 + Ejj or E11 + Eij + Eji, where i, j ∈ 〈n〉\{1}, i 6= j. In the
remaining case, the edges of G(B) are all incident with the vertex 1. Then,

30



necessarily, G(B) is a line segment containing the vertex 1, together with
isolated vertices, and so B equals E1i + Ei1 for some i ∈ 〈n〉\{1}.

To prove the second equality of Assertion 6, it suffices to show the fol-
lowing:

N(E12 +E21) = {On, E12 +E21 +Eii, E12 +E21 +Eij +Eji, E11, E22, E1i +
Ei1, E2i + Ei2, E11 + E22, E1i + Ei1 + E22, E2i + Ei2 + E11, E1i + Ei1 + E2j +
Ej2, 1

2(E12 + E21 + E1i + Ei1 + E2i + Ei2) : i, j ∈ 〈n〉\{1, 2}, i 6= j}.
Case by case, one can show that each element in the set on the right side

belongs to N(E12 + E21).
To prove the reverse inclusion, let On 6= B ∈ N(E12+E21). First, consider

the case when G(B) has an edge e (possibly a loop) which is not adjacent
to the edge {1, 2}. Let H denote the graph on 〈n〉 which is composed of
the edges e and {1, 2}, together with isolated vertices. Clearly, H = G(C)
for some C ∈ E(SDsS(n)). Also, C 6= E12 + E21 and H is a subgraph
of G((E12 + E21 + B)/2). Note that the first and the second row are the
only possible rows of (E12 + E21 + B)/2 with row sum equal to 1, and also
that the first and the second row sums of C are both equal to 1. Hence,
C ∈ E(Φ((E12 + E21 + B)/2). But E12 + E21, B are neighborly extreme
points, so we must have C = B. So, in this case, B must be of the form
E12 + E21 + Eii or E12 + E21 + Eij + Eji, where i, j ∈ 〈n〉\{1, 2}, i 6= j. In
the remaining case, all edges of G(B) are adjacent to the edge {1, 2}. Then
G(B) must consist of isolated vertices together with one of the following: one
loop at the vertex 1 or 2; a line segment of the form {1, i} or {2, i}, where
i ∈ 〈n〉\{1, 2}; two loops, one at each of the vertices 1 and 2; a line segment
of the form {j1, i} together with a loop at the vertex j2, where i ∈ 〈n〉\{1, 2}
and the sets {j1, j2}, {1, 2} are equal; two line segments of the form {1, i},
{2, j}, where i, j ∈ 〈n〉\{1, 2}, i 6= j; a 3-cycle of the form 1 → 2 → i → 1,
where i ∈ 〈n〉\{1, 2}. So, in this case, B must be one of the following:
E11, E22, E1i +Ei1, E2i +Ei2, E11 +E22, E1i +Ei1 +E22, E2i +Ei2 +E11, E1i +
Ei1 +E2j +Ej2, 1

2(E12 +E21 +E1i +Ei1 +E2i +Ei2), where i, j ∈ 〈n〉\{1, 2},
i 6= j.

Assertion 7. For n ≥ 2, T maps the sets {Eii : i ∈ 〈n〉} and {Eij +Eji :
i, j ∈ 〈n〉, i 6= j} each onto themselves.

Proof of Assertion 7. By Assertion 6, the elements of {Eii : i ∈ 〈n〉}
have the same number of neighborly extreme points, namely n2

2 + n
2 , and the

elements of {Eij + Eji : i, j ∈ 〈n〉, i 6= j} also have the same number of
neighborly extreme points, namely, 3

2n
2− 3

2n+1. As can be readily checked,
n2

2 + n
2 = 3

2n
2 − 3

2n + 1 if and only if n = 1. So, for n ≥ 2, T cannot
map some Eii to some Ers + Esr (r 6= s) or conversely. Now, by Assertion
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5, T maps B onto itself. But B is the union of the sets {Eii : i ∈ 〈n〉} and
{Eij +Eji : i, j ∈ 〈n〉, i 6= j}, so T must map these sets each onto themselves.

Clearly, our theorem is true for the case n = 1. So consider n ≥ 2. By
Assertion 7, there exists a permutation σ ∈ Sn such that T (Eii) = Eσ(i)σ(i)

for each i ∈ 〈n〉. Consider any i, j ∈ 〈n〉, i 6= j. By Assertion 7 again,
T (Eij +Eji) is of the form Ers +Esr for some r, s ∈ 〈n〉, r 6= s. By the claim
(but with N(Eii) in place of N(E11)) given in the proof of the first equality of
Assertion 6, we have, Eij + Eji ∈ N(Eii); so T (Eij + Eji) ∈ N(Eσ(i)σ(i)) and
hence, by the claim again, T (Eij + Eji) must be of the form Eσ(i)r + Erσ(i)

for some r ∈ 〈n〉\{σ(i)}. Similarly, from Eij + Eji ∈ N(Ejj), we also infer
that T (Eij + Eji) is of the form Eσ(j)s + Esσ(j) for some s ∈ 〈n〉\{σ(j)}.
Hence, we must have T (Eij +Eji) = Eσ(i)σ(j) +Eσ(j)σ(i). But B forms a basis
for the space of n × n real symmetric matrices, it follows that T is given
by T (X) = P tXP , where P is the permutation matrix [eσ(1) · · · eσ(n)]. The
proof is complete. �

In the introductory section, we have pointed out that Theorem 2 is still
valid if “linear map” is replaced by “affine map”, and also mentioned the
reason that every strong affine preserver of SDsS(n) necessarily fixes On

and hence is linear. Now we elaborate. First, note that every strong affine
preserver T of a polytope C shares with a strong linear preserver the prop-
erties that T (E(C)) = E(C), T (Φ(x)) = Φ(Tx) and |E(Φ(x))| = |E(Φ(Tx))|
for all x ∈ C. But by Lemma 3 (and its proof), we readily see that for any
A ∈ E(SDsS(n)), we have, A = On if and only if Φ(A/2) contains exactly
one extreme element; so every strong affine preserver of SDsS(n) fixes On.
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Let K1, K2 be closed, full, pointed convex cones in finite-
dimensional real vector spaces of the same dimension, and
let F : K1 → spanK2 be a homogeneous, continuous, K2-
convex map that satisfies F (∂K1) ∩ intK2 = ∅ and FK1 ∩
intK2 6= ∅. Using an equivalent formulation of the Borsuk-
Ulam theorem in algebraic topology, we show that we have
F (K1\{0})∩ (−K2) = ∅ and K2 ⊆ FK1. We also prove that
if, in addition, G : K1 → span K2 is any homogeneous, con-
tinuous map which is (K1,K2)-positive and K2-concave, then
there exist a unique real scalar ω0 and a (up to scalar multi-
ples) unique nonzero vector x0 ∈ K1 such that Gx0 = ω0Fx0,
and moreover we have ω0 > 0 and x0 ∈ intK1 and we also
have a characterization of the scalar ω0. Then, we reformu-
late the above result in the setting when K1 is replaced by
a compact convex set and recapture a classical result of Ky
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Fan on the equilibrium value of a finite system of convex and
concave functions.

AMS Classification: 47H15, 47B55, 15A48, 65J05.
Keywords: Proper cone, compact convex set, homogeneous map, convex map,
concave map, equilibrium point, Ky Fan’s theorem, Borsuk-Ulam theorem,
Perron-Frobenius.

1. Introduction

In this paper we prove equilibrium theorems of Perron-Frobenius type
for a pair of nonlinear maps F and G from a proper cone K1 in a finite
dimensional real space to another finite dimensional real space ordered by
another proper cone K2; namely, we determine conditions under which there
is a unique positive scalar ω0 and a unique fixed vector x0 (up to scalar
multiples) in K1 such that Gx0 = ω0Fx0, see Theorem 3. We also show
that ω0 can be obtained as infimum or supremum of analogs of the Collatz-
Wielandt sets further discussed in our last section. In Theorem 4 we derive a
version of our equilibrium theorem with a compact convex set as the domain
space.

Our motivation is [F, Theorem 1] due to Ky Fan on the equilibrium
value of a finite system of convex and concave functions which we state
at the beginning of next section. However, we do not use this theorem in
deriving our main results, Theorems 3 and 4, which may be considered as
its extensions. Instead, we use the Borsuk-Ulam theorem to establish a
geometric result about a nonlinear map (see Theorem 1) and then use it
to deduce our main results. Ky Fan’s theorem can be recovered from our
extension by means of Sperner’s Lemma [Spe].

Our paper continues a long tradition of generalizations of the Perron-
Frobenius theorem. While the setting of our work is strictly finite dimen-
sional (which is natural in view of our use of the Borsuk-Ulam theorem and
Sperner’s Lemma), many generalizations are to operators in a Banach space
which leave a cone invariant. We point to recent linear and nonlinear gener-
alizations in [N1], [N2] and [NVL], and to the recent surveys [Do],[Z], [T] and
books [A2], [KLS] and [HIR] for different aspects of the theory and many
further references.
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2. Statements of Main Results

In [F, Theorem 1] Ky Fan obtained the following result discussed in our
introduction.

Ky Fan’s Theorem. Let S denote the standard (n− 1)-simplex of Rn,
i.e., S = {(ξ1, . . . , ξn) ∈ Rn

+ :
∑n

j=1 ξj = 1}, and let Si = {(ξ1, . . . , ξn) ∈ S :
ξi = 0} for i = 1, . . . , n. For i = 1, . . . , n, also let f1, . . . , fn, g1, . . . , gn be 2n
real-valued functions defined on S that satisfy the following :

(a) Each fi is continuous and convex on S;
(b) fi(x) ≤ 0 for each x ∈ Si;
(c) For each x ∈ S there is an index i for which fi(x) > 0; and
(d) Each gi is continuous, concave and positive on S.

Then there exist a unique real number λ and a unique point x̂ ∈ S such
that for every i, gi(x̂) = λfi(x̂). Moreover, we have λ > 0, x̂ has positive
components, and

1
λ

= min
x∈S

max
1≤i≤n

fi(x)
gi(x)

= max
x∈S

min
1≤i≤n

fi(x)
gi(x)

.

Notice that under the hypotheses of Ky Fan’s theorem, if we define a
map f : S → Rn by f(x) = (f1(x), . . . , fn(x)), then f is a convex map
in the sense that, for any scalar λ, 0 < λ < 1, and x, y ∈ S, we have
f((1−λ)x+λy) ≤ (1−λ)f(x)+λf(y), where the ordering is componentwise.
Similarly, if we define g : S → Rn by g(x) = (g1(x), . . . , gn(x)), then g is a
concave map (i.e., −g is a convex map). The conclusion of Ky Fan’s theorem
can now be restated as: g(x̂) = λf(x̂) for some real number λ and x̂ ∈ S. In
this case, we say that λ is an equilibrium value and x̂ is an equilibrium point
for the system (g, f). The concepts of equilibrium value and equilibrium
point come from economic models (see, for instance, [A2]).

As already noted in [F], if A = (aij) is an n×n (entrywise) positive matrix,
and if we define fi, gi (1 ≤ i ≤ n) on S by fi(x) = ξi and gi(x) =

∑n
i=1 aijξj

for x = (ξ1, . . . , ξn) ∈ S, then conditions (a), (b), (c) and (d) of Ky Fan’s
theorem are satisfied. In this case, the first part of Ky Fan’s theorem becomes
the classical Perron’s theorem on positive matrices (with λ being the spectral
radius and x̂ the Perron vector of A). The last part of Ky Fan’s theorem
becomes Wielandt’s extremal characterization of the spectral radius.

In Aubin [A1] one may find extensions or variants of Ky Fan’s theorem
in the setting of a pair of multi-valued maps. In [Sim, Theorem 4.1] Simons
generalized the first part of Ky Fan’s theorem in such a way that the finite
systems of functions are replaced by two (single-valued) maps whose common
range space is a real vector space with a given sublinear (i.e., positively
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homogeneous, convex) function, referred to as a sublineared space, and which
are convex or concave in a certain generalized sense defined with respect to
the sublinear structure, and moreover the domain space is not restricted to
an (n − 1)-simplex. In fact, Simons obtained first a continuity result about
a pair of multi-valued maps that involve a sublineared space and used it to
deduce the aforementioned result and also to obtain a result that generalizes
[A1, Theorem 2], and hence the last part of Ky Fan’s theorem, in the setting
of a pair of multi-valued maps. In this paper, we give a generalization in a
different direction. We first examine conditions (a)–(c) of Ky Fan’s theorem
in the setting of a homogeneous map on a proper cone.

We call a nonempty subset K in a finite-dimensional real vector space
V a proper cone of V if K is a convex cone (i.e. αK + βK ⊆ K for all
α, β ≥ 0), which is pointed (i.e. K ∩ (−K) = {0}), closed (with respect to
the usual topology of V ) and has nonempty interior (or equivalently, spanK,
the linear span of K, is V ). We use ≥K to denote the partial ordering on
span K induced by the proper cone K, i.e. x ≥K y if and only if x− y ∈ K.
For convenience, we also adopt the following notation:

x >K 0 if and only if x ≥K 0 and x 6= 0,
and x �K 0 if and only if x ∈ int K.

Sometimes we also use ≥, > and � in place of ≥K , >K and �K , when there
is no danger of confusion.

We obtain the following result:

Theorem A. Let K1, K2 be proper cones. Let F : K1 → span K2 be a
homogeneous map that satisfies each of the following conditions :

(a) For any x, y ∈ K1, there exist positive constants α, β (depending on
x and y) such that αFx + βFy ≥K2 F (x + y);

(b) F (∂K1) ∩ int K2 = ∅ ; and
(c) FK1 ∩ int K2 6= ∅.

Then F (K1\{0}) ∩ (−K2) = ∅. If, in addition, dim K1 = dim K2 and F is
continuous, then K2 ⊆ FK1.

Here we use intS (respectively, ∂S) to denote the interior (respectively,
boundary) of S. A map T : D ⊆ V1 → V2, where V1, V2 are real vector
spaces and D satisfies λD ⊆ D for all λ > 0, is said to be homogeneous (of
degree one) if T (λx) = λTx for all λ > 0 and x ∈ D.

To avoid trivialities, we assume that the cones K1, K2 considered in
Theorem 1 are nonzero. The same remark also applies (sometimes to K) in
the remaining parts of the paper.
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Note that, when K1 = K2 = K, condition (b) of Theorem 1 is weaker
than the following natural extension of condition (b) of Ky Fan’s theorem:
For any x ∈ ∂K, p ∈ ∂K∗, where K∗ denotes the dual cone of K, we have
p(Fx) ≤ 0 whenever p(x) = 0.

The proof of Theorem 1 relies on the use of an equivalent formulation of
the Borsuk-Ulam theorem in algebraic topology. A modification of the argu-
ment used in the proof also leads to the following unexpected side-product:

Theorem B. Let K1, K2 be proper cones such that dim K1 > dim K2.
Let F : K1 → span K2 be a homogeneous, continuous map with the property
that for any x, y ∈ K1, there exist α, β > 0 such that αFx + βFy ≥K2

F (x + y). If FK1 ∩ int K2 6= ∅, then F (∂K1) ∩ int K2 6= ∅ and moreover we
have either F (K1\{0}) ∩ (−K2) 6= ∅ or int K2 ∩ F (int K1) ⊆ F (∂K1).

Theorems 1 and 2 can be restated as results about solvability of nonlinear
systems.

Using Theorem 1, we derive the following result which extends Ky Fan’s
theorem and also [F, Corollaries 1 and 2] in the setting of homogeneous maps
on proper cones.

A map F : K1 → span K2 is said to be K2-convex (respectively, K2-
concave) if (1−λ)Fx+λFy ≥K2 F ((1−λ)x+λy) (respectively, (1−λ)Fx+
λFy K2≤ F ((1 − λ)x + λy)) for all real scalar λ, 0 < λ < 1, and x, y ∈
K1; F is (K1, K2)-nonnegative (respectively, (K1, K2)-positive) if FK1 ⊆
K2 (respectively, F (K1\{0}) ⊆ int K2); F is (K1, K2)-monotone (or, order-
preserving, according to some authors) if y ≥K1 x implies Fy ≥K2 Fx.
Clearly, if F is homogeneous, K2-convex, then F possesses the property that
for any x, y ∈ K1, there exist α, β > 0 such that αF (x) + βF (y) ≥K2

F (x + y).

Theorem C. Let K1, K2 be proper cones such that dim K1 = dim K2.
Let F : K1 → span K2 be a homogeneous, continuous map that satisfies each
of the following conditions :

(a) F is K2-convex ;
(b) F (∂K1) ∩ int K2 = ∅; and
(c) FK1 ∩ int K2 6= ∅.

Then, for any homogeneous, continuous, K2-concave and (K1, K2)-positive
map G : K1 → span K2, there exist a unique scalar ω0 and a (up to scalar
multiples) unique nonzero vector x0 of K1 such that Gx0 = ω0Fx0. We have,
ω0 > 0, x0 ∈ int K1 and sup Ω = inf Σ1 = ω0, where

Ω = {ω ≥ 0 : ∃x >K1 0, Gx ≥K2 ωFx}
and Σ1 = {σ ≥ 0 : ∃x �K1 0, Gx K2≤ σFx}.
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Moreover, for any x >K1 0 and ω, σ > 0, we have

ω < ω0 whenever Gx ≥K2 ωFx and x is not a multiple of x0

and σ > ω0 whenever Gx K2≤ σFx and x is not a multiple of x0.

In Theorem 4 below we give a reformulation of Theorem 3 in the setting
when the common domain K1 of F and G is replaced by a compact convex
set.

For a convex set C, we use riC and rbdC to denote respectively the
relative interior and the relative boundary of C. A map g : C → W from
a convex set C to a real vector space W ordered by a proper cone K is
said to be (C, K)-nonnegative (respectively, (C,K)-positive) if g(C) ⊆ K
(respectively, g(C) ⊆ int K); K-convexity and K-concavity of g are defined
in the same way as in the case when C is a proper cone.

Theorem D. Let C be a compact convex set in a finite-dimensional
real vector space, and let f : C → W be a continuous map from C to a
finite-dimensional real vector space W ordered by a proper cone K such that
dim W = dim C+1. Suppose that f satisfies each of the following conditions :

(a) f is K-convex ;
(b) f(rbd C) ∩ int K = ∅; and
(c) f(C) ∩ int K 6= ∅.

Then, for any continuous, K-concave and (C, K)-positive map g : C → W ,
there exist a unique real scalar ω0 and a unique point x0 of C such that
g(x0) = ω0f(x0). We have, ω0 > 0, x0 ∈ ri C and sup Ω = inf Σ1 = ω0,
where

Ω = {ω ≥ 0 : ∃x ∈ C : g(x) ≥K ωf(x)}
and Σ1 = {σ ≥ 0 : ∃x ∈ ri C : g(x) K≤ σf(x)}.

Moreover, for any x ∈ C and ω, σ > 0, we have

ω < ω0 whenever g(x) ≥K ωf(x) and x 6= x0

and σ > ω0 whenever g(x) K≤ σf(x) and x 6= x0.

3. Nonlinear Solvability Theorems

In this section we shall prove Theorems 1, 2 and make relevant remarks
and illustrative examples. Before we begin, we recall some facts from topol-
ogy, which we shall need.
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We shall identify finite-dimensional real vector spaces with euclidean
spaces. Let Bn, Sn−1 denote respectively the euclidean unit ball and unit
sphere of Rn.

For a proper cone K in Rn, n ≥ 2, we define a map πK from the set
{(z, v) : z ∈ int K ∩ Sn−1, v ∈ Sn−1, v 6= z,−z} to ∂K ∩ Sn−1 as follows:
Let z, v ∈ Sn−1 with z ∈ int K and v 6= z,−z. Then span{z, v} ∩ Sn−1 is
a circle, and span{z, v} ∩K ∩ Sn−1 is a closed circular arc whose endpoints
belong to opposite semicircles determined by z and −z and constitute the
set span{z, v} ∩ (∂K ∩ Sn−1). We denote by πK(z, v) the endpoint in the
semicircle that contains v. Observe that the point πK(z, v) is uniquely de-
termined by the property that it belongs to ∂K and can be expressed in
the form λz+v

‖λz+v‖ for some λ ∈ R. That πK is a continuous map is probably
known. We give a proof below, as we have not been able to find any suitable
reference.

Assume to the contrary that πK is not continuous at (z, v) for some
z ∈ int K∩Sn−1 and v ∈ Sn−1, v 6= z,−z. Then there exist a sequence (zk)k∈N
in int K ∩Sn−1 converging to z and a sequence (vk)k∈N in Sn−1 converging to
v such that, for some fixed δ > 0, we have ‖πK(zk, vk)− πK(z, v)‖ ≥ δ for all
k. Now, for each k, we have, πK(zk, vk) = λkzk+vk

‖λkzk+vk‖
for some real scalar λk.

Note that the sequence (λk)k∈N is bounded; otherwise, (zk + λ−1
k vk)k∈N is a

sequence in ∂K with a subsequence converging to z, which is a contradiction,
as z ∈ int K. Replacing by a subsequence, if necessary, we may assume that
(λk)k∈N converges to λ. Then we have limk→∞ πK(zk, vk) = λz+v

‖λz+v‖ . But
limk→∞ πK(zk, vk) belongs to ∂K, so it is, in fact, equal to πK(z, v), which is
a contradiction.

If z ∈ int K, and x, x̄ ∈ ∂K ∩ Sn−1 are such that z can be expressed
as a linear combination of x and x̄ with positive coefficients, then we say
that x and x̄ form a pair of antipodal points of ∂K ∩ Sn−1 relative to z.
Notice that the map πK(z, ·) takes each pair of antipodal points of the sphere
(span{z})⊥∩Sn−1 (which can be identified with Sn−2) to a pair of antipodal
points of ∂K ∩ Sn−1 relative to z.

Recall that two continuous maps f0, f1 : X → Y between topological
spaces X, Y are said to be homotopic if one can be deformed continuously to
the other, i.e., f0 and f1 belong to a family of continuous maps ft : X → Y ,
t ∈ [0, 1], so that Φ : X × [0, 1] → Y given by Φ(x, t) = ft(x) is continuous.

We shall make use of the following known results from algebraic topology:

Lemma A A continuous map f : Sn−1 → Y , where Y is a topological
space and n ≥ 1, is homotopic to a constant map if and only if f can be
extended to a continuous map from Bn to Y .
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Theorem A If f : Sn → Sn, n ≥ 0, is a continuous map which is
homotopic to a constant map, then there exists x ∈ Sn such that f(x) =
f(−x).

Corollary A If f : Sn → Sm, where 0 ≤ m < n, is a continuous map,
then there exists x ∈ Sn such that f(x) = f(−x).

Lemma A is elementary and can be found in many textbooks of topology;
see, for instance, [Du, p.316, 1.2(2)]. Theorem A is equivalent to the Borsuk-
Ulam theorem, which asserts that every continuous map f : Sn → Rn, n ≥ 1,
sends at least one pair of antipodal points to the same points, and, in fact,
equivalent to them are also several other geometric results about the n-sphere,
such as the Borsuk antipodal theorem, the Lusternik-Schnirelman-Borsuk
theorem, etc. (see, for instance, [DG, Theorems 5.2 and 6.1]). Corollary A
can be deduced from Theorem A as follows: If m < n, we may regard Sm as
lying in the equator of Sn and consider the map f̂ : Sn → Sn which is ob-
tained from f by enlarging its range space to Sn. Since the image set f̂(Sn)
is included in the upper hemisphere Sn+ and Sn+, being homeomorphic to
Bn, is a contractible space (i.e., one whose identity map is homotopic to a
constant map), the map f̂ is homotopic to a constant map. By Theorem A,
it follows that there exists a pair of antipodal points of Sn with the same
image under f̂ . Since f(x) = f̂(x) for all x ∈ Sn, we also have two antipodal
points with the same image under f .

Proof of Theorem 1. Assume to the contrary that there exists x > 0
such that Fx ∈ −K2. By conditions (c) and (b), there exists u � 0 such
that Fu � 0. Since u ∈ int K1 and −x /∈ K1, there exists ε > 0 such that
u− εx ∈ ∂K1. By the homogeneity of F and condition (a), we have

0 � Fu ≤ αF (u− εx) + βεFx

for some α, β > 0. Thus, F (u− εx) ≥ α−1Fu−α−1βεFx � 0, as −Fx ≥ 0
and Fu � 0. This contradicts condition (b).

Now suppose, in addition, that F is continuous and K1, K2 have the same
dimension. There is no loss of generality in assuming that Rn = span K1 =
span K2. The case n = 1 is trivial. Hereafter, we assume that n ≥ 2. Let
f : K1 ∩ Sn−1 → Sn−1 be the map given by: f(x) = Fx/‖Fx‖, where ‖ · ‖
denotes the euclidean norm of Rn. Note that f is well-defined, as Fx 6= 0 for
all x ∈ K1\{0}, and is also continuous. Since F is homogeneous, it suffices
to show that K2 ∩ Sn−1 ⊆ f(K1 ∩ Sn−1).

Assume to the contrary that there exists y ∈ K2 ∩ Sn−1 such that y /∈
f(K1 ∩ Sn−1). Since the set f(K1 ∩ Sn−1) is compact and hence closed, we
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may choose y so that y ∈ int K2. Let θy : ∂K1 ∩ Sn−1 → ∂K2 ∩ Sn−1 be
the map defined by: θy(v) = πK2(y, fv), where πK2 : {(z, v) : z ∈ int K2 ∩
Sn−1, v ∈ Sn−1, v 6= z,−z} → ∂K2 ∩ Sn−1 is the continuous map that we
have introduced at the beginning of this section. Since y,−y /∈ f(K1∩Sn−1),
θy is a well-defined map. Indeed, for the same reason, we can extend the
domain of θy to K1∩Sn−1, using the same formula for definition. Of course, θy

and its extension are continuous maps. But there is a homeomorphism from
K1 ∩ Sn−1 onto Bn−1 which takes ∂K1 ∩ Sn−1 onto Sn−2, so by Lemma A, it
follows that the map θy is homotopic to a constant map. Now we are going to
obtain another map from ∂K1∩Sn−1 to ∂K2∩Sn−1, which is homotopic to θy,
as follows. By conditions (c) and (b), there exists a vector u ∈ int K1 ∩Sn−1

such that fu ∈ int K2 ∩Sn−1. Denote fu by z and define the desired map θz

by θz(v) = πK2(z, fv). Clearly, θz is well-defined and continuous. Moreover,
the continuous map Φ : (∂K1∩Sn−1)× [0, 1] → ∂K2∩Sn−1 given by Φ(v, t) =
πK2(y(t), fv), where y(t) = (1−t)y+tz

‖(1−ty)+tz‖ , establishes a homotopy of θy to θz.
Since θy is homotopic to a constant map, so is θz. On the other hand, the
continuous map πK1(u, ·) takes the compact set (span{u})⊥ ∩ Sn−1 one-to-
one, and hence homeomorphically, onto ∂K1 ∩ Sn−1 and moreover it sends
each pair of antipodal points of the sphere (span{u})⊥ ∩Sn−1 (which can be
identified with Sn−2) to a pair of antipodal points of ∂K1 ∩ Sn−1 relative to
u. Also, ∂K2 ∩ Sn−1 is homeomorphic with Sn−2. In view of Theorem A, it
follows that there exists a pair of antipodal points x, x̄ of ∂K1∩Sn−1 relative
to u such that θz(x) = θz(x̄). The fact that x, x̄ are antipodes clearly implies
that there exist ν, η > 0 such that u = νx + ηx̄. By the homogeneity of F
and condition (a), we have

ανF (x) + βηF (x̄) ≥ F (νx + ηx̄) = F (u) � 0

for some α, β > 0. On the other hand, the condition θz(x) = θz(x̄),
which amounts to πK2(z, fx) = πK2(z, f x̄), together with the fact that
Fx, F x̄ /∈ int K2, clearly implies that λF (x) + µF (x̄) /∈ int K2 for any
λ, µ > 0. So we arrive at a contradiction. �

It can be readily checked that in Theorem 1 if we assume that F is
homogeneous of degree p, where p is a positive number possibly different
from 1, then the result is still valid.

The following examples illustrate the irredundancy of condition (a) of
Theorem 1.

Example 1. Let K be the proper convex cone in R2 given by:

K = {λ(cos θ, sin θ) : λ ≥ 0,−π/4 ≤ θ ≤ π/4},
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and let F: K → R2 be the map defined by: F (λ(cos θ, sin θ)) = λ(cos 3θ, sin 3θ).
Then F is homogeneous, continuous and satisfies conditions (b) and (c) of
Theorem 1 (with K1 = K2 = K). However, F (K\{0}) ∩ (−K) 6= ∅, as
F (1, 1) = (1,−1) ∈ −K. (But we do have FK ⊇ K in this case.)

Example 2. Let g be any real-valued concave continuous function de-
fined on the closed interval [0,1] such that g(0) = g(1) = 0 and g(t) > 0 for
all t ∈ (0, 1). Let F : R2

+ → R2 be the homogeneous map determined by:
F (1 − t, t) = g(t)(1

2 ,
1
2) for all t ∈ [0, 1]. Then F is continuous, R2

+-concave
(but not R2

+-convex). Also, conditions (b) and (c) of Theorem 1 are satisfied.
However, we have F (R2

+\{0}) ∩ (−R2
+) = {0} 6= ∅ and R2

+ 6⊆ FR2
+.

Example 3. Let F : R2
+ → R2 be defined by: F (ξ1, ξ2) equals (ξ1, ξ2) if

ξ1 ≥ ξ2 and equals (ξ2, ξ1) if ξ1 < ξ2. Then F is homogeneous, continuous and
we have F (∂R2

+)∩intR2
+ = ∅, FR2

+∩intR2
+ 6= ∅ and F (R2

+\{0})∩(−R2
+) = ∅.

However, R2
+ 6⊂ FR2

+. So, in Theorem 1, when F is continuous and dimK1 =
dim K2, without condition (a), we cannot infer that K2 ⊆ FK1, even if we
add as an extra assumption the condition that F (K1\{0}) ∩ (−K2) = ∅.

We would also like to point out that the last part of Theorem 1 is invalid
if we assume dimK1 < dim K2 instead of the equality. Indeed, in this case,
for any map F : K1 → span K2 which is linear (i.e., F (αx+βy) = αFx+βFy
for all α, β ≥ 0 and x, y ∈ K1) and satisfies conditions (a)–(c) of Theorem 1
(for instance, take K2 = R3

+, K1 = pos{(1, 0, 0), (0, 1, 1)}, where we use posS
to denote the positive hull of S, i.e., the set of all (finite) nonnegative linear
combinations of vectors in S, and F : K1 → span K2 to be the canonical
injection), it is impossible that the inclusion K2 ⊆ FK1 holds.

On the other hand, if we have dimK1 > dim K2, then we have Theorem 2
which, rather surprisingly, indicates that for a homogeneous, continuous map
F : K1 → span K2 which satisfies condition (a) of Theorem 1, conditions (b)
and (c) of Theorem 1 are incompatible !

Proof of Theorem 2. First, assume to the contrary that F (∂K1)∩int K2 =
∅. As done in the proof for the first part of Theorem 1, we have F (K1\{0})∩
(−K2) = ∅. Then we borrow part of the arguments used in the proof of
the last part of Theorem 1, now assuming instead that spanK1 = Rn and
span K2 = Rm. The continuous map f : K1∩Sn−1 → Sm−1 can be defined in
the same way as before, but we do not introduce the map θy. We do choose
a vector u from int K1 ∩ Sn−1 such that fu ∈ int K2 ∩ Sm−1, denote fu by
z and define the map θz : ∂K1 ∩ Sn−1 → ∂K2 ∩ Sm−1 by θz(v) = πK2(z, fv).
Note that z, −z /∈ f(∂K1 ∩ Sn−1); so θz is well-defined, continuous. Since
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the sets ∂K1 ∩ Sn−1 and ∂K2 ∩ Sm−1 are homeomorphic to Sn−2 and Sm−2

respectively and m < n by our assumption, we can now apply Corollary A
to conclude that there exists a pair of antipodal points x, x̄ of ∂K1 ∩ Sn−1

relative to u such that θz(x) = θz(x̄). Then we can derive a contradiction in
the same way as before. So we must have F (∂K1) ∩ int K2 6= ∅.

To prove the second half of the theorem, suppose that F (K1\{0}) ∩
(−K2) = ∅. Then the map f is well-defined. If, in addition, we have
int K2∩F (int K1) 6⊂ F (∂K1), then we can choose a vector u from int K1∩Sn−1

such that 0 � f(u) /∈ f(∂K1 ∩ Sn−1). Then we denote f(u) by z, introduce
the continuous map θz : ∂K1 ∩ Sn−1 → ∂K2 ∩ Sm−1, and derive a contradic-
tion in the same way as done above. �

Below we give some “natural” conditions on a map F : K1 → span K2,
which guarantee that F satisfies condition (a) of Theorem 1. The proof is
straightforward.

A subset F of K is called a face of K if it is a convex cone and in addition
possesses the property that x ≥K y ≥K 0 and x ∈ F imply y ∈ F . For any
nonempty subset S of a closed, pointed convex cone K, we denote by Φ(S)
the face of K generated by S, i.e., the intersection of all faces of K that
include S; equivalently, we have, Φ(S) = {y ∈ K : y K≤ αx for some α > 0
and x ∈ pos S}, where pos S denotes the positive hull (i.e., the set of all
nonnegative linear combinations of vectors) of S. If S = {x}, where x ∈ K,
we denote Φ(S) simply by Φ(x).

Remark 1. Consider the following conditions on a map T: K1 → span K2,
where K1, K2 are proper cones in finite-dimensional real vector spaces.

(a) T is K2-convex.

(b) For any S ⊆ K1, T (Φ(S)) ⊆ Φ(TS).

(c) For any S ⊆ K1, T (pos S) ⊆ Φ(TS).

(d) For any x, y ∈ K1 and λ, µ > 0, there exist α, β > 0 such that
αTx + βTy ≥K2 T (λx + µy).

(e) For any x, y ∈ K1, there exist α, β > 0 such that αTx+βTy ≥K2

T (x + y).

Conditions (c) and (d) are equivalent, and we always have the implications
(b) =⇒ (c) =⇒ (e) and (a) =⇒ (e). When T is homogeneous, (d) and
(e) are also equivalent. When T is homogeneous and satisfies the condition
that T (Φ(x)) ⊆ Φ(Tx) for all x ∈ K1 (which is the case if T is (K1, K2)-
monotone), we also have (a) =⇒ (b).
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4. Extensions of Ky Fan’s Theorem

We need the following, parts of which are undoubtedly known:

Remark 1. Let T : K1 → span K2 be a homogeneous map.
(i) If T is (K1, K2)-monotone, then T (0) = 0 and T is (K1, K2)-nonnegative.
(ii) The following are equivalent statements:

(a) T is (K1, K2)-convex.

(b) For any x, y ∈ K1, Tx + Ty ≥K2 T (x + y).

(c) x ≥K1 y ≥K1 0 implies T (x− y) ≥K2 Tx− Ty.

A similar assertion also holds for K2-concavity.
(iii) If T is K2-concave and (K1, K2)-nonnegative, then T is (K1, K2)-

monotone.
(iv) If T is (K1, K2)-monotone, then T is bounded, in the sense that it

maps bounded sets to bounded sets, or equivalently, there exists a positive
constant M such that ‖Tx‖2 ≤ M‖x‖1 for all x >K1 0 and for some (and
hence, for all) norms ‖ · ‖1 and ‖ · ‖2 of span K1 and span K2 respectively.

Notice that the (K1, K2)-monotonicity of T alone does not guarantee
(K1, K2)-nonnegativity nor T (0) = 0. The point is, if T is a (K1, K2)-
monotone map, then the map S defined by Sx = Tx + y, where y is any
fixed vector of K2, is still a (K1, K2)-monotone map. However, if T is homo-
geneous and (K1, K2)-monotone, then from 2.0 ≥ 0, we obtain 2T (0) ≥ T (0)
and hence T (0) ≥ 0. On the other hand, from 1

2 .0 ≥ 0, we also obtain
T (0) ≤ 0. Hence, we have, T (0) = 0, and then by the (K1, K2)-monotonicity
of T , the (K1, K2)-nonnegativity of T follows. This proves part(i) of Remark
2.

Parts (ii) and (iii) of Remark 2 can be readily proved. To prove (iv),
choose any vector v ∈ int K1. By definition of interior, there exists ε > 0
such that v + εx ∈ K1 for all x ∈ V1 with ‖x‖1 ≤ 1, where ‖ · ‖1 is any
norm of span K1. Now choose a norm ‖ · ‖2 of span K2 which is monotonic
with respect to K2; that is, 0 K2≤ x K2≤ y implies ‖x‖2 ≤ ‖y‖2. (For the
existence of monotonic norms, see [BP, pp.5–6, Exercise 2.24].) Consider any
vector x ∈ K1 with ‖x‖1 ≤ 1. Clearly, we have v − εx ∈ K1. Since T is
homogeneous and (K1, K2)-monotone, we also have 0 ≤ εTx ≤ Tv. By the
monotonicity of ‖ · ‖2, it follows that ε‖Tx‖2 ≤ ‖Tv‖2 and ε−1‖Tv‖2 is the
desired constant for the boundedness of T .

Proof of Theorem 3. First, we show that the set Ω contains some positive
elements. Take any u >K1 0. By the positivity of G, Gu � 0. So, for ε > 0
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sufficiently small, we have Gu − εFu ≥ 0, i.e., ε ∈ Ω. Also, note that Ω
is bounded. Otherwise, choose xk ≥ 0, ωk > 0 for k = 1, 2, . . . such that
limk→∞ ωk = ∞ and Gxk − ωkFxk ≥ 0 for each k. By the homogeneity
of G and F , we may assume that each xk is a unit vector (with respect to
some norm of spanK1). Replacing by a subsequence, if necessary, we may
also assume that (xk)k∈N converges to x̄. By Remark 2(iii) and (iv), the
sequence (Gxk)k∈N is bounded. Rewriting the above inequalities, we have
ω−1

k Gxk ≥ Fxk for each k. Letting k →∞ and making use of the continuity
of F at x̄, we obtain −Fx̄ ≥ 0. On the other hand, since F is K2-convex, by
Remark 1, F satisfies condition (a) and hence the assumptions of Theorem
1. So by Theorem 1, we have F (K1\{0}) ∩ (−K2) = ∅. Hence, we arrive at
a contradiction.

Denote sup Ω by ω0. Clearly ω0 > 0. By a modification of the above
argument, it is clear that there exists x0 > 0 such that Gx0 − ω0Fx0 ∈ ∂K2.
We are going to show that Gx0 = ω0Fx0.

In view of the last part of Theorem 1, there exists z > 0 such that
Fz = Gx0. By the positivity of G and condition (b), clearly z � 0. Since
−x0 /∈ K1, there exists λ > 0 such that z − λx0 ∈ ∂K1. If λ < ω0, then by
the convexity and homogeneity of F and the choice of z, we have

F (z−λx0) ≥ Fz−λFx0 = Gx0−λFx0 =
(

1− λ
ω0

)

Gx0+
λ
ω0

(Gx0−ωFx0) � 0,

which contradicts condition (b). So, we must have λ ≥ ω0. Then, since G is
concave, positive, and z − ω0x0 ≥ z − λx0 ≥ 0, we have

Gz − ω0Fz = Gz − ω0Gx0 ≥ G(z − ω0x0) ≥ 0.

If z − ω0x0 > 0, then by the positivity of G and the above, we would obtain
Gz−ω0Fz � 0, which clearly contradicts the maximality of ω0. So we must
have z − ω0x0 = 0, and from the above we obtain λ = ω0 and z = ω0x0.
Hence,

Gx0 − ω0Fx0 = Gx0 − ω0F (ω−1
0 z) = Gx0 − Fz = 0,

which is what we want. Since x0 is a positive scalar multiple of z, we also
have x0 � 0.

From the above, clearly ω0 ∈ Ω ∩ Σ1. In order to establish the equalities
sup Ω = inf Σ1 = ω0, it suffices to prove that σ ≥ ω for any σ ∈ Σ1 and
ω ∈ Ω. We are going to show that the latter assertion is true even if we
replace Σ1 by Σ, which is defined by Σ = {σ ≥ 0 : ∃x >K1 0, Gx K2≤ σFx}
(and, in fact, as the proof will show, in this case we have Σ1 = Σ). Let
x >K1 0, y >K1 0 be such that Gx K2≤ σFx and Gy ≥K2 ωFy. By the
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(K1, K2)-positivity of G and condition (b), the first inequality clearly implies
that σ > 0 and x ∈ int K1. So there exists ε > 0 such that x − εy ∈ ∂K1.
Assume to the contrary that σ < ω. Then x− εy 6= 0 (otherwise, we would
have σ = ω) and by the given properties of F and G, we have

F (x−εy) ≥ Fx−εFy ≥ σ−1(Gx−εσω−1Gy) ≥ σ−1(Gx−εGy) ≥ σ−1G(x−εy),

which is a contradiction, as G(x− εy) ∈ int K2 and F (x− εy) /∈ int K2,
The uniqueness of ω0 and x0 (up to positive multiples) will follow once

we establish the last part of our result.
Last part. Let y > 0 and ω ≥ 0 be such that Gy ≥ ωFy. Then ω ∈ Ω

and, by what we have proved, ω ≤ ω0. If the strict inequality does not
hold, then from the above argument (with x = x0 and y = y), we obtain
F (x0 − εy) ≥ ω−1

0 G(x0 − εy) and with x0 − εy ∈ ∂K1 for some ε > 0, which
is not possible, unless x0 = εy.

Similarly, we can also show that if σ ≥ 0 is such that Gx ≤ σFx for some
x ∈ K1\{0}, which is not a multiple of x0, then σ > ω0. �

With some hindsight, we can give a few remarks on the relevance of
conditions (a)–(c) of Theorem 3. First, the conclusion of Theorem 3, namely,
Gx0 = ωFx0, where x0 > 0, ω > 0, together with the assumption that G is
positive, forces the necessity of condition (c). But conditions (a), (b) together
do not guarantee condition (c); for instance, if we take K1 = K2 = K and F
to be a linear map that maps K into ∂K, then F satisfies (a) and (b) but not
(c). That is why we impose the condition. Next, according to Theorem 1,
conditions (a)–(c) and the assumption that dimK1 = dim K2, together with
the continuity and homogeneity of F , guarantee two conditions, namely,
F (K1\{0}) ∩ (−K2) = ∅ and FK1 ⊇ K2. In the proof of Theorem 3, the
former condition is needed to guarantee the boundedness of Ω. The latter
condition is also crucial for our desirable conclusion. For, if FK1 6⊃ int K2,
then we can choose z ∈ int K2\FK1 and find a positive linear map G which
maps K1 onto the ray generated by z. For any such G, it is clear that the
system (F,G) has no equilibrium point.

Remark 2. Let K be a proper cone. If F : K → span K is linear and
satisfies conditions (b) and (c) of Theorem 3, then for any homogeneous,
continuous, (K,K)-nonnegative map G : K → span K, there exist a positive
scalar ω and a nonzero vector x of K such that Gx = ωFx. However, the
uniqueness of the equilibrium point is not guaranteed, even if we assume,
in addition, that G is linear and K-irreducible (i.e. GK ⊆ K and G leaves
invariant no faces of K other than {0} and K itself).
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To show the existence of an equilibrium point for the system (F,G), we
first note that F can be readily extended to a linear map on spanK. We
still use the same symbol to denote its extension map. By Theorem 1, we
have, FK ⊇ K. Since K is a full cone in spanK, this implies that F is
nonsingular and we have F−1K ⊆ K. Then one can readily verify that
the map F−1G : K → span K is homogeneous, continuous and (K, K)-
nonnegative. But any such map has a (necessarily, nonnegative) eigenvalue
and a corresponding eigenvector in K (as can be proved by applying the
Brouwer fixed-point theorem to the continuous map T : C → C given by
Tx = (f(F−1Gx))−1F−1Gx, where f is any fixed vector chosen from the
interior of the dual cone of K and C is the compact convex full cross-section
of K given by C = {x ∈ K : fx = 1}, assuming that Gx 6= 0 for all
x ∈ K\{0}). If ω is an eigenvalue and x >K 0 is a corresponding eigenvector
of F−1G, then ω is an equilibrium value and x is an equilibrium point for
the original system (F,G).

To see that uniqueness of the equilibrium point is not guaranteed, just
take K = R2

+ and choose F, G to be the same and be the restriction to R2
+

of the linear map determined by the matrix
[

0 1
1 0

]

.

We would also like to add the following, which extends [F, Theorem 3]:

Corollary 1. Let K1, K2 be proper cones such that dim K1 = dim K2.
Let F,G : K1 → span K2 be maps that satisfy the hypotheses of Theorem
3. Also let ω0 denote the positive number which has the same meaning as
given in the theorem. Then the following are equivalent conditions on a real
number σ :

(a) σ > ω0 ;
(b) For all y >K2 0, there exists x ∈ K1 (which, necessarily, lies in int K1)

such that (σF −G)x = y ;
(c) For some y >K2 0, there exists x ∈ K1 (which, necessarily, lies in

int K1) such that (σF −G)x = y.

Proof. (a) ⇒ (b): It is easy to see that, when σ > ω0, the map σF − G
is homogeneous, continuous and satisfies conditions (a), (b) of Theorem 1.
Since (σF − G)x0 = (σ − ω0)Fx0 � 0, the map also satisfies condition
(c). So, by the last part of Theorem 1, our assertion follows. [Since G is
(K1, K2)-positive and F satisfies condition (b) of Theorem 3, it is clear that
the solution vector x must lie in intK1.]

(b) ⇒ (c): Obvious.
(c) ⇒ (a): Suppose that condition (c) holds. If x is a multiple of x0,

then we have 0 < (σF − G)x = (σ − ω0)Fx, which implies σ > ω0, as
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Fx = ω−1
0 Gx � 0. If x is not a multiple of x0, then by the last part of

Theorem 3 we also obtain σ > ω0. �

In order to obtain Theorem 4 from Theorem 3, we need to make use of
the following lemma (except for its last part, which has interest of its own).

Lemma 1. Let C be a compact convex set in a finite-dimensional real
vector space and let f : C → W be a map from C to a finite-dimensional
real vector space W ordered by a proper cone K. Suppose that 0 is not in
the affine hull of C and let F : pos C → W be the homogeneous map defined
by F (λx) = λf(x) for x ∈ C and λ ≥ 0. Then f is continuous (respectively,
K-convex, K-concave, (C,K)-nonnegative, (C,K)-positive) if and only if F
is continuous (respectively, K-convex, K-concave, (pos C, K)-nonnegative,
(pos C, K)-positive). Furthermore, F is (C,K)-monotone if and only if for
any x, y ∈ C and t > 1, (1− t)x + ty ∈ C implies f(y) ≥ (1− 1

t )f(x).

Proof. First, note that since 0 /∈ aff C, each nonzero vector y of pos C can
be expressed uniquely as λx, where x ∈ C and λ > 0. So F is a well-defined
map. By definition of F , it is clear that F is always homogeneous. Since
f is the restriction of F to C, clearly f is continuous (or, convex, concave,
nonnegative, positive), whenever F is. It is also easy to show that if f is
continuous (respectively, nonnegative, positive), then so is F . We are going
to show that if f is convex, then so is F , the proof for the corresponding
concavity part being similar.

Suppose that f is convex. Since F is homogeneous, to establish the
convexity of F , it suffices to show that for any v, w ∈ pos C\{0}, we have
F (v + w) ≤ F (v) + F (w). Express v, w and v + w in terms of vectors in C,
say, v = αx, w = βy and v + w = γz, where α, β, γ > 0 and x, y, z ∈ C.
Rewriting, we have z = ax + by, where a = α/γ, b = β/γ are both positive.
Since aff C does not contain the origin 0, we can choose a nonzero vector
e such that the inner product between e and each vector in aff C equals
1. Taking inner product of e with vectors on opposite side of the relation
αx + βy = γz, we obtain a + b = 1. So by definition of F and the convexity
of f , we have

F (v+w) = F (γz) = γf(z) = γf(ax+by) ≤ γaf(x)+γbf(y) = F (v)+F (w).

Last Part. Suppose that F is monotone. Let x, y ∈ C, t > 1 be such
that (1 − t)x + ty ∈ C. Then y ≥ (1 − 1

t )x and by the homogeneity and
monotonicity of F , we have, F (y) ≥ (1− 1

t )F (x), hence f(y) ≥ (1− 1
t )f(x).

Conversely, suppose that f possesses the given property. Consider any
vectors u, v ∈ pos C\{0} with v ≥ u. Express v, u and v − u in terms of
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vectors in C, say, v = βy, u = αx and v − u = γz where x, y, z ∈ C and
α, β, γ > 0. Set t = β/γ. After some manipulations (and again making
use of the fact that 〈x, e〉 = 〈y, e〉 = 〈z, e〉 = 1, where the vector e has the
same meaning as above), we obtain (1− t)x + ty = z ∈ C and t > 1. By the
property of f , we have f(y) ≥ (1 − 1

t )f(x). Rewriting the latter inequality
in terms of u, v (and α, β, γ) and simplifying, we obtain F (v) ≥ F (u). This
shows that F is monotone. �

Proof of Theorem 4. We may assume that 0 /∈ aff C. Otherwise, choose
a one-to-one affine map that takes C onto some compact convex set ˜C for
which 0 /∈ aff ˜C, define maps f̃ , g̃ corresponding to f , g in the natural way,
and work with ˜C, f̃ and g̃ instead.

Let F : pos C → W be the map defined by F (y) = λf(x) for y ∈ pos C,
where y = λx, x ∈ C and λ ≥ 0. Since f is continuous, convex on C, by
Lemma 1, F is continuous, convex on posC. In view of (b) and (c) (and
the homogeneity of F ), it is clear that, we have, F (∂(pos C)) ∩K = ∅ and
F (pos C) ∩ int K 6= ∅. Now let G : pos C → W be the homogeneous map
defined in a similar way (in terms of g). By Lemma 1 again, G is a continu-
ous, concave positive map. Since the restriction of F (respectively, G) to C
equals f (respectively, g) and 0 /∈ aff C, we can apply Theorem 3 to the pair
(F,G) to draw the desired conclusions. �

With the aid of Sperner’s Lemma (and by adapting the proof of [F, The-
orem 1]), one can derive the first part of Ky Fan’s theorem from the first
part of Theorem 4. The last part of Ky Fan’s theorem can also be deduced
from the identity sup Ω = inf Σ1 = ω0 (of Theorem 4) by making use of the
following readily-proved facts: sup Ω = maxx∈S r(x), inf Σ = minx∈S R(x),
Σ = Σ1 in this case, and for any x ∈ S, r(x)−1 = max1≤i≤n fi(x)/gi(x) and
R(x)−1 = min1≤i≤n fi(x)/gi(x), where

r(x) = max{ω ≥ 0 : g(x) ≥ ωf(x)},
R(x) = min{σ ≥ 0 : g(x) ≤ σf(x)} (by convention min ∅ = ∞),

and Σ = {σ ≥ 0 : ∃x ∈ C, g(x) K≤ σf(x)}.
Actually, Theorems 3 and 4 are equivalent. Also, Theorem 1 admits the

following equivalent formulation with K1 replaced by a compact convex set:

Theorem 10. Let C be a compact convex set in a finite-dimensional
real vector space, and let f : C → W be a continuous map from C to a
finite-dimensional real vector space W ordered by a proper cone K such that
dim W = dim C+1. Suppose that f satisfies each of the following conditions :
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(a) f is K-convex ;
(b) f(rbd C) ∩K = ∅; and
(c) f(C) ∩ int K 6= ∅.

Then f(C) ∩ (−K) = ∅ and K ⊆
⋃

λ≥0 λf(C).

Note that if C is an (n− 1)-dimensional compact convex set whose affine
hull does not contain the origin, then posC is an n-dimensional closed,
pointed convex cone. Then C (respectively, rbdC) is homeomorphic with
(pos C) ∩ Sn−1 (respectively, ∂(pos C) ∩ Sn−1), after identifying spanC (=
span(pos C)) with Rn. Indeed, we could have introduced the concept of a
pair of antipodal points of rbdC relative to a relative interior point of C,
and also could have derived Theorem 1′ directly (using an argument similar
to that for Theorem 1) and then used it to prove Theorem 4.

Certainly we can also reformulate Corollary 1 in the setting when the
common domain of F and G is a compact convex set.

5. Final Remarks

In Theorem 3, if K1, K2 are the same and equal to a proper cone K, F
equals the identity map on spanK and G equals a linear map A that preserves
K (i.e. AK ⊆ K), then the sets Ω and Σ1 considered in the theorem become
two of the four Collatz-Wielandt sets associated with the cone-preserving
map A. Collatz-Wielandt sets were first introduced by Barker and Schneider
[BS]. The greatest lower bound and the least upper bound of the Collatz-
Wielandt sets are studied in [T–W]; in particular, it is proved that, for any
linear map A that preserves K, we have sup Ω = inf Σ1 = ρ(A), where ρ(A)
denotes the spectral radius of A. For more recent developments of the topic,
we refer the reader to the review paper [T]. In the book [A2, Chapter 11],
Aubin has also elaborated on the results of [F] in the setting of a pair of
maps F , G from the standard simplex of Rn to Rm and with the continuity
assumptions on F , G replaced respectively by the lower and upper semi-
continuity assumptions. The study of the Collatz-Wielandt sets associated
with a pair of nonlinear maps (in particular, the determination of when sup Ω
and inf Σ1 are the same and equal to an equilibrium value, etc.), and also
the introduction and study of the concepts of lower or upper semicontinuity
of a map with respect to a proper cone seem worthwhile and will form the
subject matter of future work.
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