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Abstract
We study the asymptotic behavior of integral ﬂx”dF (x) and _E(F(x))"dx and 1ts

applications, Where F is nondecreasing continuous function on [0,1] with F(0) =0
and F(1)=1. The goal is to investigate the asymptotic expected failure rates under
the £ -failure strategy, two recalling strategies, and one non-recalling strategy, prove
that the asymptotic expected failure rates under these strategies can be evaluated if the
limit of the ratio  F(1)— F(¢) versus (1-1)" existsas ¢+ — 1.

Key words: k -failure strategy, m-run strategy, N, -learning strategy, non-recalling

nt -run strategy.

1 Introduction

We consider bandit problems with a series of choices from a set of Bernoulli
stochastic processes, or arms. The parameters of Bernoulli arms are independent and
identically distributed random variables from a common distribution F on the interval
[0,1} and F is continuous with £(0) = 0and £ (1) = 1. At each decision time we select
arandom arm and observe an outcome. The selection is based on the observation
history. A common objective in bandit problems is to sequentially choose arms so as
to minimize the asymptotic expected failure rate of the number of selections when
following a specific strategy (decision procedure). Much of this work with different
strategies has been discussed extensively in the literature (see, for example,
Robbins(1952), Whittle(1982, 1983), Berry and Fristedt(1985), Gittins(1989), Banks
and Sundaram(1992). Herschkorn et al.(1993),Betry et al.(1997). Lin and
Shiau(2000),and Chen and Lin(2001)).



The focus of the current paper is to investigate the order of magnitude (depending on
n ) of the failure proportion under the & -failure strategy. The related work with
particular prior distributions under the 1-failure strategy, an m -run strategy, an N -
learning strategy, and a non-recalling m -run strategy among a variety of strategies
has been examined carefully in Berry et al.(1997), Lin and Shiau(2000), and Chen and
Lin(2001). Our derivation of the expected failure rates under this strategy for

0 <b <1 relies heavily on the limit of the ratic F(1)— F(¢) versus (1—1)" as

t — 17 .The same condition of the limit also provides us to obtain a lower hound
(Berry et al.(1997) Theorem 11) for the asymptotic expected failure rates over all
strategies.

2  The Main Results

1. Let N(n,k)denote the expected number of trials until the k* failure or the n"trial
is reached, whichever comes first. Thus,

NG k) = [1£,(.5) + g, (0, OMF ()

where

1.(6k) = Z ;( I}f’*(l 0" and g (1, k)_nzl:("}'"*f(l-z)-f.

P=o N
For 0<b<1 and ¢ — 17, the following theorem indicates that the existence of the
limit of the ratio F(1) - F(t) versus (1-)" can lead us to obtain the asymptotic
expected failure rate, lim, , k/N(n k), of the k-failure strategies.

Theorem 1 If Iim M

L =/fforsome b>0 and 0<{¢< w0, then

| S D :
a) - is Lebesgue-Steltjes integrable with respect 10 F and

lim Y020 _ [ 1

n—»

tdF([) for 4>1,
N(n,k)/k Er(b + k)

b) lim——=— r O0<b<i;
prv (L= b)A!
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2. A lower bound for the expected failure proportion over all strategy presented
by Berry et al. (1997) is given by

G(c,, _1 {; fF(I)d! +(n-c, JIFL (’)d’}

for 1<ec, (e N)<n and G(c,)=min G(c).



Theorem 2 If limiﬂ)—_é(—g
1=l (1 — f)

G{c,) in(2) are asymptotically equivalent to

={forsome >0 and 0<?< oo,then ¢, and

. E+h)
al(l+1)
bev £ F(n)dt

and

(1 . %]l: Hr(llj- ;):Ibf(nb) (b Jj F(l)d[ju(uh)
b

respectively.
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