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Abstract

The paper presents a algorithm of visual simultaneous localization and mapping (vSLAM) for a

small-size humanoid robot. The algorithm includes the procedures of image feature detection, good

feature selection, image depth calculation, and feature state estimation. To ensure robust feature

detection and tracking, the procedure is improved by utilizing the method of Speeded Up Robust

Features (SURF). Meanwhile, the procedures of image depth calculation and state estimation are

integrated in an extended Kalman filter (EKF) based estimation algorithm. All the computation

schemes of the visual SLAM are implemented on a small-size humanoid robot with low-cost

Window-based PC. Experimentation is performed and the results show that the performance of the

proposed algorithm is efficient for robot visual SLAM in the environments.
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1. Introduction

Many researchers have successfully implemented

robot SLAM systems and validated by supporting ex-

perimental results [1�5]. Especially, the MonoSLAM

developed by Davison et al. [2] provides a real-time al-

gorithm which can locates the 3D trajectory of a mono-

cular camera and maps the beacons in the environments,

simultaneously. However, the research in this paper aims

at implementing SLAM on a small-size humanoid robot

(51 cm in height, 3 kg in weight), as well as providing an

efficient image feature initialization algorithm for a class

of visual SLAM systems.

MonoSLAM [2] utilizes an extended Kalman filter

(EKF) to update the estimation of the robot state and the

map of beacons in the environments, recursively. Com-

putational processes in MonoSLAM include image cap-

ture and feature initialization algorithm, as well as an

EKF state estimation process. Both of these procedures

need much effort in computation if the scale of the

SLAM system increases. Therefore, it is a challenge to

implement all MonoSLAM processes on a small-size hu-

manoid robot with limited computational capability. In

the paper, we present an implementation example on a

small-size humanoid robot with a low-cost Window-

based PC.

The image features in the environments can be de-

tected and tracked by analyzing the image taken by the

robot vision, and then the detected features are utilized

as beacons for SLAM systems. Davison et al. [2] em-

ployed the concept by Harris and Stephens [6] to extract

apparent corner features from one image and track these

point features in the subsequent image. Instead of de-

tecting point features, we detect the regional features by

using an image scale-invariant method proposed by Bay

et al. [7], which they dubbed Speeded Up Robust Fea-

tures (SURF). In the proposed initialization algorithm,

we first utilize the SURF method to detect and track im-

age features or beacons for robot SLAM, and then the

pixel coordinates of a feature in two successive images is

provided for calculating the 3D spatial position for the

corresponding feature.

The proposed SLAM algorithms, including feature

initialization and EKF estimation, are verified through
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experiments with real platform of a small-size humanoid

robot with a Window-based controller. For image pro-

cessing, we also utilize the OpenCV software library, an

open source programming functions for real-time ma-

chine vision [8]. The experimental results show that the

performance is efficient for supporting the small-size

humanoid robot to navigate in the environments.

The contributions in this paper are two-fold. First,

we develop a monocular SLAM algorithm based on

Speeded-Up Robust Features (SURF). Second, the SLAM

algorithm is implemented on a small-size humanoid ro-

bot system with Window-based PC controller.

2. EKF-Based SLAM

In the monocular SLAM system, the free-moving ca-

mera is presumed to be at constant velocity, and the ac-

celeration is caused by an impulse noise from the exter-

nal force [2]. We Use the EKF method to estimate the

state of the system. The vector of the state is chosen as:

(1)

xR is a 12�1 state vector of the camera including the po-

sition rW, rotational angle �W, velocity vW, and angular

velocity �W, all in world frame; Yi is the three-dimen-

sional coordinates in world frame of ith image feature; n

is the number of the image features. The state transition

equation of the camera is expressed as:

(2)

where k is the time step; �t is the sampling time inter-

val; wv and w� are linear and angular velocity noise

caused by acceleration, respectively.

We use a monocular vision as the only sensing de-

vice. The measurement vector is given as

(3)

m is the number of the observed image features in current

measurement. The perspective projection method [9] is

employed in this research to model the transformation

from 2D image plane to 3D space coordinate system.

For one observed image feature, the measurement is

(4)

where Iix and Iiy represent the pixel coordinates of the ith

image feature; fc is the focal length of the camera denoting

the distance from the camera center to the image plane;

(u0, v0) is the offset pixel vector of the pixel image plane;

ku and kv are the image pixel correctional parameters. As-

suming that there is no distortion phenomenon on the im-

age plane and we make ku and kv as 1; h h h hi

C

ix

C

iy

C

iz

C T� [ ]

is the ray vector of the image features in the camera

frame. The 3D coordinates of an image feature in world

frame, as shown in Figure 1, is given as

(5)

RC

W is the rotational matrix from the world frame {W} to

the camera frame {C} and can be represented by using

the elementary rotations [10]. We can utilize Eqn. (5) to

calculate the ray vector of an image feature in the ca-

mera frame. Substituting the ray vectors into Eqn. (4),

the coordinates of the image feature in the image plane

are obtained. And then the elements of the Jacobian ma-

trix Hk and Vk are determined for the purpose of calcu-

lating the matrix of the innovation covariance [11,12].

3. Image Feature Initialization

During navigating in the environments, the robot
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Figure 1. The camera frame and the world frame.



locates its global coordinate by consulting the positions

of a group of fixed features or beacons. These features

are extracted from the captured image and an initializa-

tion process is applied to select good features which are

successively detected and tracked, as well as to deter-

mine the 3D spatial coordinates of these image features.

In the paper, a novel image feature initialization algo-

rithm is proposed to initialize the features for SLAM and

moving object detection. The procedures of the algo-

rithm include detection of image features, selection of

good features, calculation of image depths, and update of

feature locations. The procedures are described as the

following steps:

(a) Capture an image and smooth the image by using a

Gaussian smoothing operator;

(b) Utilize a detecting and tracking method to track a set

of image features, called C1;

(c) In the image set C1, select good features which are

successively detected and tracked in a series of im-

ages, and discard those bad features which are lost

during tracking;

(d) Choose c2 features from the remaining features in set

C1 and compute the spatial coordinates of these fea-

tures, named image set C2. These features are selected

to be new state variables of the EKF-based SLAM.

Meanwhile, the correspondent elements of the state

vector and the covariance matrix are initialized.

3.1 Image Feature Detection and Tracking

In Step (b), the features are extracted from the image

by using the SURF method proposed by Bay et al. [7].

SURF is a scale-invariant method for detection of image

features. It detects region features from an image and ob-

tains the location and the descriptor vector of each inter-

est point. The basic concept of a scale-invariant method

is to detect image features by investigating the determi-

nant of Hessian matrix H [13]. Bay et al. [7] utilize a box

filter to process on the image instead of calculating the

Hessian matrix, and then the determinant of Hessian ma-

trix is approximated by

(6)

where Dij are the images filtered by the corresponding

box filters [7]; w is a weight constant. The interest po-

ints or features are extracted by examining the extreme

value of determinant of Hessian matrix. Furthermore,

the unique properties of the extracted features are de-

scribed by using a 64 dimensional descriptor vector as

depicted in Figure 2.

The extracted features from two successive images

can be matched by checking the Euclidean distance d be-

tween the corresponding descriptor vectors, and using

the nearest neighbor ratio matching strategy [14]. There-

fore, the region features of two images can be tracked ef-

ficiently. The matching ratio r is defined as the ratio of

the smallest distance d1st to the second smallest distance

d2nd. If the ratio r closes to 0.7, we say that these two

features are matched.

3.2 Inverse Depth Parameterization

In Step (d) of the image initialization algorithm, the

spatial coordinates of image features are calculated. Re-

ference [11] utilized a delay method to initialize the im-

age feature for the SLAM system. We employ the me-

thod of inverse depth parameterization [15], an un-delay

method, to initialize the image feature. Assume that there

are m image features with 3D position vectors, yi, i = 1,

…, m, which is described by the 6D state vector:

(7)

� [ � � � ]r r r rW

ix

W

iy

W

iz

W T� indicates the estimated state of the

camera when the feature was observed, as shown in

Figure 1; �� i is the estimated image depth of the feature;
�� i

W and �� i

W are the longitude and latitude angles of the

spherical coordinate system which locates at the ca-

mera center. To compute the longitude and latitude an-

gles, a vector 	i

W in the direction of the ray vector is

constructed by using the perspective project method:
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Figure 2. SURF descriptor vector.



(8)

Therefore, from Figure 1, the longitude and latitude an-

gles of the spherical coordinate system can be obtained

by

(9)

In Step (d) of the image initialization algorithm, c2

features are selected to be new state variables of the

EKF-based SLAM. Meanwhile, for each new state vari-

able 
i, the correspondent elements of the state vector

and the covariance matrix are initialized according to the

criterion of the linearity index [15]:

(10)

where Ld is the linearity index, and Ld0 is the threshold

value of the index defined in [15]. The linearity index is

utilized to define a threshold for switching from 6D

(yi) to 3D (Yi) encoding at the point when the latter can

be considered linear. When Ld � 0 is hold, the function

of Yi encoding can be considered linear in the interval.

If Ld > Ld0, the state vector in Eqn. (7) is utilized. The

longitude and latitude angles are calculated by using

Eqn. (9). The initial value for �� i and its standard devia-

tion are set �� 0 = 0.1, �� = 0.5. On the other hand, if Ld 

Ld0, the state vector in Eqn. (5) is selected and modi-

fied as:

(11)

(12)

Meanwhile, for each new state variable 
i, the corre-

spondent elements of the covariance matrix are initial-

ized. For the case of Ld > Ld0, the covariance matrix is

(13)

(14)

If Ld  Ld0, then the covariance matrix is

(15)

(16)

Furthermore, for each new state variable 
i, the cor-

respondent elements of the Jacobian matrix Hk are modi-

fied as:

(17)

The derivative is taken at x xk k k� �
�

/ 1 and vk = 0.

4. Humanoid Robot System

A small-size humanoid robot is designed and fabri-

cated for demonstration, which is equipped with an in-

dustrial PC, PCM-3372F, provided by a local vendor.

Figure 3 depicts the appearance of the designed robot.

The robot is 51 cm in height and 3 kg in weight, as well

as has 20 degrees of freedom (DOF), including 6 DOF

for each leg, 3 DOF for each arm, and 2 DOF for the

head. The mechatronic system comprises three subsys-

tems, including a vision sensor system, a control system,

and a motor drive system, as shown in Figure 4. Each

subsystem is able to work independently and also in co-
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ordination with each other. The camera system, LifeCam

VX-6000, is the only sensor to provide the robot position

information in the environments. The control system is

developed by utilizing an industrial PC running embed-

ded Window XP and Microsoft Visual Studio 2008. All

the EKF-based SLAM and image processes are imple-

mented by employing the OpenCV (Open Source Com-

puter Vision), which is a library of programming func-

tions for real time computer vision originated with Intel

[8]. The motor drive system is composed of two AGB65-

RSC circuit boards and is responsible for driving all the

servo motors. Meanwhile, two 12V/2.5AH Li batteries

are provided for the power system. One battery supplies

the power for 20 servo motors and the other provides for

the control system.

5. Experimental Results

Two experiments are presented in this section: mo-

nocular SLAM and humanoid robot SLAM. The robot

SLAM is performed to demonstrate the proposed algo-

rithms.

5.1 Monocular SLAM

The Monocular SLAM is implemented on a Win-

dow-based notebook with a free-moving web camera.

We integrate the procedures including the image feature

detection and tracking method, feature initialization,

system startup procedure, and EKF-based state estima-

tion. In this experiment, the camera moves from the left-

to right-side of the field and the estimate state and image

features are depicted in Figures 5 and 6. In the plots, the

dots indicate the landmarks obtained from the initialized
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Figure 3. The appearance of the humanoid robot.

Figure 4. The control system architecture.

Figure 5. XY-plane plot of the estimate state and image fea-
tures.



image features and the dark line represents the motion of

the camera.

5.2 Humanoid Robot SLAM

The EKF-based visual SLAM is also implemented

on the small-size humanoid robot. The procedures in-

cluding the image feature detection and tracking method,

feature initialization, system startup procedure, and

EKF-based state estimation are integrated. In this experi-

ment, the robot moves from the left- to right-side of the

field, as shown in Figure 7 and the estimate state and im-

age features are depicted as a 3D map shown in Figure 8.

In the plot, the dots indicate the landmarks obtained from

the initialized image features and the asterisks represent

the state of the camera equipped on the robot. Therefore,

the small-size humanoid robot performs the self-local-

ization and mapping procedures simultaneously.

6. Conclusion

In this research, we developed a monocular SLAM

for mobile robots. The tasks were implemented on a

Window-based PC controller for a small-size humanoid

robot. The contribution of this research is in two aspects:

firstly, an improved algorithm for image feature initial-

ization was developed for the EKF-based SLAM by us-

ing SURF method, which is a scale-invariant feature

extraction method. Secondly, all the computational bur-

dens of SLAM and SURF were implemented on a small-

size and low-cost industrial PC board. Experimental

works were also performed in this paper and the results

showed that the SLAM with the proposed feature initial-

ization algorithm has the capability to support the hu-

manoid robot simultaneously navigating and detecting

beacons in the environments. In the future, we will ex-

tend the SLAM method to detection of moving objects

with different moving velocities, or non-rigid moving

objects like human body with articulated arms and legs

[11,12].
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