SRR SR ST
K BT

HAR# &

RECEAL - FEOHRDERAH

B | R E

1EB#R%% © NSC-88-CPC-E-032-002
HITHIH - 87 - 8 H~88 7 H
TEERA C FHE

HEERFA - BRERE

PUTEAL  PIT AR




e e

2]

i

&

AWLY

ERBYE T

(H#I)
AWgeEtE - MERSRERFBEHEZ TR SEERTRENE
Bh 3T R A BHRIR S RE P H S T8 L& B E BRI MR AT NERY A
{8 o Hy—EERER » BIFEHE T PRERY AT SRR 50y
BB EBIIRR R TR - fEE—ERRE L - BRIRERIHE JIE R
ERRNNERNRERERNR L — -

(J58:)

BTEEERIREH B K RE WETFIE - RAEHMEE A A LIRER
SBIGE > AL k BRI S BEAKERIRE - ENRS TR LSS
HHER  BILIOT H B e LU TR IR B 1 U EBE T - BIISSGRE SR
AL RS RS BUE - B0 FHIRERE RN & TIRET ] - RERPRERSE LRt
BT R R TR E S R M E Y R - (E R SR i R - RERA
HEEGEEE TR TSRS - (REEH PG FRER - BRRRETY
FERER RIT Tk — R M SRR RIS ] - TP RIS PR Eit T Bk
T F B R G mITEEEE SR BRIV SR E ik > REER AL
B BHBAHE 2K B SR EHE K SR AT i B R - X EHORIG AT E R E A
(2R FREPmE R ER -

(F&3)
T BRI TESR AR TR HAE - B FREEE KA REH Y - WU E /il - L
B RS IR AR RS/ ERURER R - T MRS - SEEA/INIHED I
Fri2 © BiESIR - R-[C]-R ~ R-[C]-O-R ~ R-C[O]-R » (S [] HZHFR/NE S
ERSBEEE - ) EREREZEA - BT ELEE > HOHRA AR (E
F88 T HAE TR B SRR R AR 2 - AELIHAATS BIBHRAR A st
REROMEES - R T BRAEZ S - ST AN RN AR R W R 1B A LB AR 57



AT
Abstract

The purpose of this project is to us accurate Quantum Mechanics computational
method, which is capable of study a system at atomic level, to understand the roles
played by various unit on the polymer chain of PO4 containing epoxy-resin. One of
the important application, as indicated in sub project No.2, is to design such epoxy-
resin which has strong cohesion to the metalic surface so that it is be used to resist
corrosion. On this issue, the cohesiveness of the coating to the surface is one of the

most important measure for the quality of the coating material.

In order to faithfully describe the quantum effect of "metal and "surface", periodic
boundary condition is used to eliminate the edge effect, and k-point sampling carried
out to have a good representation of fermi surface of metal. As for the various
functional group on the polymer chain, molecular fragment is used to mimic them to
perform the quantum simulation of adsorption. It is well known that the solid and
surface quantum states are characterised by the band structure, not just by the energy
levels which determined the molecules. Band structure provides a important source of
information for scientists to understand and predict the properties of crystalline solids
and surfaces. However, due to the complication of crystals or surfaces, it will be very
difficult to extra useful information just right from band structure without help use
analysis methods and tools. A very way to do this is to use the Density of State
analysis. If we are interested in some local atomic or molecular fragment in the
overall structure, we may choose either space division method for orbital projection
method. Both will allow one to quantitatively obtain the partial contribution of
selected components to the entire quantum states of extended systems of solid and

surface.

Our results include the binding energies, density of states and partial density of states,
orbital density of high-lighted states of various molecular fragments adsorb on
Aluminium surface. We found that the phosphate has the strongest bond, and highest
on ionic character. The order of the binding energy of species is: PO4, R-[C]-R, R-
[C]-O-R, R-C[O]-R. (We use [ ] to denote the atomic species that have direct
connection to the surface.) As for the case of iron metallic surface, to simplify the
calculation, we have adapted the models that only the adsorption site has Fe atom, and
use Al as replacement on other sites that has longer distance away from the molecule.
Given the model is simplified, PO4 still top the strength of binding compared with



other fragments. In addition to the binding energies, PDOS and orbital density plots
are collected for further investigation. From the comparison between cases before and
after adsorption, the change of quantum states indeed directly corresponds to the
formation of the chemical bond. We have observed two kinds of mechanism (bonding)
from the plots of electron density plots, namely covalent adsorption and ionic
adsorption, which depends on the type of atoms that the metallic surfaces are consist
of.

We conclude that PO4 has indeed a stronger chemical bond compared with other
functional units on the epoxy-resin polymer chain. The change of quantum states is
different for the cases with different functional groups, thus provide information for
investigation of mechanism of the bonding strength. More over, the orbital density
plots offer direct proof of the bonds in quantum states, and we can therefore identify
the dominating quantum states for cohesion. This is extremely useful for predicting

the behaviour under the similar adsorption condition.
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3 Cerius

3  General Theory

Introduction

Chemists working with large and small molecules are accustomed to using computer codes and

software modules that are based on quantum mechanical methods, But most properties of

macroscopic materials depend on microscopic phenomena to one degree or another and also require
for their correct description the application of quantum mechanics. In some cases, such as optical or
magnetic properties, this is particularly obvious and direct. In other cases the link is less direct, but
still very important. For example the density of a bulk solid is determined to a large extent by the
forces that operate between neighboring atoms.)As in a molecule, the equilibrium geometry, which
ultimately determines the density, is a consequence of a balance of forces mediated by the electrons,
which obey quantum mechanics.Jin a pure crystalline solid, the macroscopic density is determined
uniquely by the size of the unit €ell and the mass of the atoms it contains. In a mixture, or
polycrystal, the density is determined by a weighted average of the densities of the constituent
crystalline phases. Thus even an obviously macroscopic materials quantity such as the density is a
quantum property.

Over the past four decades, our ability to treat materials properties at a fundamental, quantum level
has improved tremendously, in large part because the advance of computer power has allowed us to
actually solve hard equations and try things out. Today it is possible, for instance, to calculate the
unit cell dimensions of a crystalline solid from first principles with a reliability in the range of a few
percent. A wide variety of geometric and structural behavior, such as the location of impurities, the
structure of defects, dislocations, grain boundaries, surfaces can similarly be calculated from first
principles. Once the geometry has been determined, a range of properties, electronic optical and
magnetic can also be calculated with varying degrees of reliability.

The advances that made this possible were largely incremental and are described in various contexts
in terms of one-electron theory, band theory or self-consistent-field theory. From the late 1960s
onwards, these terms found some formal legitimacy in a theory of energy and force in electronic
systems called density functional theory. Today, most quantum applications with a legitimate claim
to being "materials specific" are justified in terms of formal density functional theory. This is not
always entirely a simple matter and there remain some formal and technical issues, but the pragmatic
person interested more in the result than the manner at which it is arrived at need not be too
concerned with technical caveats. The theory underlying all the modules from MSI's quantum suite
is underpinned in one way or another by the equations of density functional theory.

Density functional theory
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The existence of correlations between the particles, the main formal difficulty encountered in
treating a materials problem in quantum mechanics, is a familiar one in many contexts. The positions
and motions of the particles that make up a molecule or material are correlated because the particles
interact with each other and exert forces upon each other as they move. In quantum mechanics, the
situation is further compounded by the mysterious forces that devolve from the Pauli exclusion
principle governing electrons. This causes correlations to appear even between (fictitious)
noninteracting particles that have no direct interaction with each other. Such forces are referred to as
exchange forces because they have to do with the set of rules in quantum mechanics that govern
what happens when the labels characterizing indistinguishable particles are exchanged.

Whether due to interactions (e.g., the Coulomb force) or exchange, correlations can be characterized
as either long- or short-range. The former can be dealt with by averaging techniques and a
mean-field or a self-consistent field (meaning that the field experienced by an atom depends on the
global distribution of atoms). Short-range correlations involve the local environment around a
particular atom, i.e., deviations of the local environment from average behavior, and are much more
difficult to treat. In large part, the central problem of quantum methods in chemistry and condensed
matter physics has been the search for more and more accurate ways of incorporating short-range
correlations into mean-field theory. The massive cpu requirement of codes that employ modern
methods such as coupled clusters or Quantum Monte Carlo bear witness to the degree of difficulty
of the problem. These methods are applicable only to relatively small molecules or very simple
crystalline solids and their scaling properties as the system size increases are very unfavorable.

Fortunately, the fine details of short range correlations are often of only minor importance so that a
theory based on the concept of a mean or self-consistent field is sufficiently accurate for many
purposes. Where this is not the case, as in the high temperature ceramic superconductors, or
valence-mixed solids, one refers to strongly correlated systems, implying that the short-range
correlations between electrons due to exchange and their mutual Coulomb repulsions must be
accounted for very accurately if even the qualitative features of observed behavior are to be
reproduced.

Several promising methods of dealing with the problem of strong correlations have been developed
in recent years but this is still at the cutting edge of research in condensed matter physics and none of
these methods is quite ripe for inclusion in a suite a general software tools. An important advance in
the calculation of the energy of collections of atoms and the forces on each atom was made by Kohn
and Sham (1965), who showed how a mean-field theory could be applied to this problem. In their
method, the electron density plays a crucial role so that, although the term has more general
applicability, the Kohn-Sham method is commonly referred to as density functional theory. This has
since advanced to become a very important method for determining the energy of many-electron,
and therefore many-atom systems. In addition, Kohn-Sham density functional theory is equally
applicable to molecules (bounded collections of atoms) and crystalline materials (where a specific
unit cell is repeated throughout space).

In density functional theory, the energy is not written in terms of the many-electron wavefunction as
is conventional in quantum chemistry, but as a functional of the electron density. Kohn and Sham
proposed that the functional for a system of electrons with external field V,,(x) be written in the

form

Eq.1 B[P = T,[p (] +E  [p (9] +E_ [p(x)] +E, [p (x)]

where the terms refer to the kinetic energy of non-interacting electrons having density P(x), the
electrostatic energy, the so-called exchange-correlation energy, and the potential energy of
non-interacting electrons having density P(x) in the external field V,,(x). The important advance of
Kohn and Sham was the correction of a defect of earlier forms for the density functional (such as the
Thomas-Fermi-Dirac functional) with regard to reproducing the shell structure of atoms. This is
achieved in the Kohn-Sham functional via the kinetic energy term which is expressed by a set of

orbitals, $,, emanating from a one-particle Schrjginger equation,;
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2 vV
Ts [p(x)] = a, de ¢D(X) ~om ¢ﬂ (x)
a
The link between T, and P(x) is then indirect, via the orbitals, ¢,,, in terms of which

p(x) = Ean |¢n(x)|2

Eq. 3 o

Eq. 2

Here the a,, are occupation numbers that determine the electron configuration. T, [P(x)] and P(x), as
given by Eq. 2 and Eq. 3, provide the required link between a density and the kinetic energy with
which it is associated.

For purposes of practical calculation, the Kohn-Sham functional must be supplemented by an
approximation for the exchange and correlation term. The traditional approximation, proposed by
Kohn and Sham, is referred to as the "local density approximation" (LDA) and takes the form

Eic[P (x)] =J.dx p(x) Bic (p(x))
Eq. 4

where &, h(P) is the exchange correlation energy of a homogeneous electron gas having density P.
Although this form of the exchange correlation energy appears to be valid only in the limit that the
electron density is slowly varying (in which case Eq. 4 is the first term in a gradient expansion), a
posteriori calculation showed that the expression remains relatively accurate in general, even when
the density is so rapidly varying that a gradient expansion of it does not exist. Arguments of a
dimensional nature having nothing to do with gradient expansions help to explain the general
accuracy of Eq. 4 and suggest why this expression gives a reasonable estimate of the
exchange-correlation energy irrespective of the nature of the density distribution. The quantity &, h(

P) has been calculated in several ways by different groups. The calculations give similar, but not
identical results. The differences to be expected on switching from one LDA functional to another
are, in general, only marginal.

The LDA remained the approximation of choice for E, for many years (and is still for some
applications, particularly in extended systems). In applications to molecules, however, it was found
that the LDA tends to overbinding (too large values of molecular binding energies). This can be
understood as a consequence of a known defect of Eq. 4. In regions of low electron density. Here,
the exact form of €, is known (it is some kind of electrostatic interaction having the functional
form of a power law) and deviates greatly from the LDA which falls off exponentially with the
electron density. This means that the exchange correlation contribution emanating from regions of
low electron density is underestimated, which, in turn, implies that the difference in energy between
two systems whose electron distributions have different "surface areas" will be in error. This is the
case when two atoms combine to form a molecule and the sign of the effect is consistent with
overbinding of the molecule.

Over the past decade, a class of corrections to the LDA has been developed that correct this deficit to
a large extent by going over explicitly to the power law form in regions of low density. This is
usually done by introducing a dependence on the gradient of the density and the new class of
corrected exchange-correlation functionals is referred to as gradient corrected or Generalized
Gradient Approximations (GGA). The use of gradient corrections has little influence on local
properties such as bond lengths or vibration frequencies, but does lead usually to a significant
improvement in global changes in the energy such as those that result when two atoms form to make
a molecule, or a molecule binds on a surface. The hunt for yet further improvement in
exchange-correlation functionals continues, though this is unsystematic and there is no guarantee
that higher accuracy can be attained than is already exhibited by the functionals commonly in use
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today.

The energy of a system of electrons in an external field (such as that due to a collection of nuclei) is
given by minimizing the density functional Eq. 1. This is equivalent to solving a set of Kohn- Sham
equations comprising a one-particle Schriginger equation together with a so-called self-consistency
condition. The Schrgginger equation links the input potential to the output density of the
Schriginger equation:

VZ

Eq. 5 {—z—rﬁ+Veff(x) —aﬂ}¢n(x) =0

Eq.5b Yerr(X) = Ve () +Q(p(x)) +p  (P(x))

where @ is the Coulomb potential corresponding to P(x),
d at
My (P) = d_P [Paxc(p)]

and the output density, P(x), is given in terms of the orbitals by Eq. 3. Eq. 5a and Eq. Sb are usually
solved by iteration. Beginning with a start potential, equation Eq. 5a is solved and its out density
calculated from the orbitals via Eq. 3. Then this density is used to form a new potential for equation
Eq. 5a. The self-consistency cycle is then continued until the in potential and the out-density satisfy
Eq. 5b to some desired accuracy. This often involves many iterations because the self-consistency
procedure is inherently unstable. Sophisticated "feedback" techniques are necessary to prevent
oscillations.

Once self-consistency is achieved, the calculational output includes the energy, Eq. 1, it's derivatives
with respect to the nuclear coordinates (i.e., the atomic forces), the eigenvalues of Eq. 5a (which in

extended systems give the energy bands), and the one electron orbitals P(x). According to formal
density functional theory, only the energy and its derivatives (the forces on the ions) have physical
significance. However, practical calculation over many decades has shown that many other
quantities, calculated approximately in a "one-electron picture” using the eigenvalues (energy bands)
and orbitals or Eq. 5a, are given with equal accuracy. These include (in many cases) the optical
absorption, which is treated by assuming the electrons of the system to be excited from occupied to
unoccupied levels as the result of photon absorption, and the magnetic structure of materials. This is
calculated using a spin-polarized version of the theory in which the electrons of up-spin and
down-spin may experience different potentials. It is then possible for the system to adopt a symmetry
broken configuration wherein there is a preponderance of one kind of spin and therefore a magnetic
state. The use of the local spin-density approximation for the exchange correlation energy, which is
analogous to Eq. 4. but with allowance for different densities for up- and down-spins, gives
surprisingly accurate data for the magnetic structure of metals and alloys. Spin-polarized calculations
are also important in dealing with open-shell atoms and molecules.

In short, the solution of the Kohn-Sham equations, Eg. 5a and Eq. 5b, for a collection of atoms,
whether in a molecule, cluster or extended solid provides a wealth of information about the system.
This includes structural information, such as the equilibrium geometry, and a wide variety of
important electronic properties. In addition, dynamical and thermal behavior can be studied using
forces generated by the solution of the Kohn-Sham equation in, e.g., molecular dynamics
calculations (so-called ab-initio molecular dynamics). Although Egs. 5 are very much simpler than
standard quantum mechanics -- because the Coulomb interaction is treated via a mean-field -- this
does not mean that they can be easily solved. The functional dependence of the exchange correlation
energy density on the electron density is non analytic, so exact, analytic solutions are not possible
even for the hydrogen atom. Methods yielding numerically exact solutions are possible, but only for
very small systems (atoms and small, light molecules). In general, approximate methods must be
used. Over the years, a number of standard methods have been applied with varying degrees of
success. Each has strengths and weaknesses in terms of the systems and/or properties for which it is
most accurate.
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Each of quantum modules (CASTEP, ESOCS, and FastStructure) involves the solution of Egs 5. in
one guise or another. The modules differ from each other in the method employed and the kinds of
systems and properties for which this is particularly appropriate, and they exhibit complementary
strengths. A specific, well-posed problem is usually best addressed by one specific module which
will yield either the most accurate, or the fastest solution to the problem (or both). For example, the
atoms in semiconducting materials can usually be represented by weak pseudopotentials for which
methods involving plane wave expansions are particularly appropriate. Accordingly, problems in
semiconductors are usually best addressed using CASTEP, which employs plane wave technology.
For most metals applications, the code of choice would be ESOCS (Electronic Structure of
Close-packed Solids). Note, however, that ESOCS does not allow geometry optimization, and will
not work for metal surfaces.

In more extensive studies, a problem is best solved using a combination of modules. A large-scale
structural or dynamical study, for example, is best carried out by using initially the module MOPAC
(molecules) or FastStructure, which performs geometry optimizations, simulated annealing and
molecular dynamics on molecules or solids. Once the basic behavior of the system has been
determined, refinement of the results and properties of the system in its equilibrium configuration
can then be determined using DMol or ADF or ZINDO (molecules) or CASTEP or ESOCS (solids).

3 Cerius?  Previ

Last updated September 08, 1998 at 03:53PM PDT.
Copyright 1997, Molecular Simulations Inc. All rights reserved.
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4 CASTEP

Introduction

The CASTEP module provides a comprehensive, easy-to-use interface to the CASTEP/CETEP
computational physics/chemistry programs. This interface allows you to utilize the intuitive GUI and
modeling environment provided by the Cerius? Visualizer to efficiently exploit the quantum
mechanical functionality of CASTEP.

Note

Although CASTEP is primarily intended for use on large-scale periodic systems, it can also be
applied to supercells constructed to study defects, surfaces/interfaces, and molecules. For more
information about studying these, see "Nonperiodic systems" on page 42.

The CASTEP module allows you to use the flexible molecular modeling tools and advanced GUI
provided by the Cerius2 modeling environment to generate and specify models for study, define the
type of job you want to perform, and run it on your local machine or a remote host.

Upon completion of your CASTEP run, you can use the CASTEP module's analysis tools to extract
and visualize data from the raw output produced by CASTEP. The raw output describes the
properties of your model in terms of numerous sets of numbers.

Interface mechanism

Although the mechanism is largely transparent, Cerius? interfaces with CASTEP through several
CASTEP input and output datafiles created by the user interface. The options you set that define the
job to be run and the model on which it is to be performed are all used to create a file that is then
passed to CASTEP as input.

If the CASTEP run completes successfully, the results are written to output files. The CASTEP
module's analysis tools read these output files, extracting and correlating more readily useful
information from the raw data output.

CASTEP theory
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The CASTEP package is capable of simulating electronic relaxation to ground state for metals,
insulators, or semiconductors. Using these techniques, CASTEP can calculate forces acting on atoms
and stress on the unit cell. Atomic forces can be used to find the equilibrium structure or to perform
molecular dynamics simulation (with canonical or microcanonical ensemble).

Introduction

The theoretical basis of CASTEP is the density functional theory (DFT) in the local density
approximation (LDA) or gradient-corrected LDA version, as developed by Perdew and Wang
(GGA). The DFT description of electron gas interactions is known to be sufficiently accurate in most
cases, and it remains the only practical way of analyzing periodic systems. For a more complete
description of DFT, see Chapter 3.., General Theory.

The default setting in CASTEP is GGA, which is known to be a superior method in many cases.
Gradient corrected method is more accurate in studies of processes on surfaces, of properties of
small molecules, hydrogen-bonded crystals, crystals with internal surfaces (zeolites). LDA is known
to underestimate bond lengths in molecules and cell parameters in crystals, while GGA typically
remedies this shortcoming. However, there is much evidence that GGA is prone to overcorrect the
LDA result in ionic crystals; it often overestimates cell parameters when LDA data is in good
agreement with experiment. It is thus difficult to recommend one specific method as the best
approach for all systems.

Pseudopotentials

The electron-ion interaction is described using a pseudopotential concept. For each element,
CASTEP provides a selection of potentials:

Potential Filename extension
ultrasoft .usp
norm-conserving potential generated using the optimization scheme of recpot
Lin et al. TeCeP
norm-conserving potential generated using the optimization scheme of sonc
Troullier-Martins PSP
non-optimized hard norm-conserving potential generated using the Teter psp

scheme

The methodology of norm-conserving potentials is quite well-known and extensively validated. In
such a scheme, the pseudo-wave-function matches the all-electron wave function beyond a cutoff
radius that defines the core region. Within the core region, the pseudo-wave-function has no nodes
and is related to the all-electron wave function by the norm-conservation condition: that is, both
wave functions carry the same charge. These potentials can be made very accurate at the price of
having to use a very high energy cutoff. Teter potentials represent an example of such accurate, but
extremely hard, pseudopotentials. The optimized schemes, in particularly the scheme of Lin et al.,
allow one to generate soft norm-conserving potentials. However, the energy cutoff needed to
describe the localized valence orbitals of first-row elements (C, O, N) or transition metals (Ni, Cu,
Pd) is still frequently too high.

The idea of ultrasoft pseudopotentials (USP) as put forward by Vanderbilt is that the relaxation of
the norm-conserving condition can be used to generate much softer potentials. In this scheme the
pseudo-wave-functions are allowed to be as soft as possible within the core region, so that the cutoff
energy can be reduced dramatically. Technically, this is achieved by introducing a generalized
orthonormality condition. The electron density given by the squared moduli of the wave functions
has to be augmented in the core region in order to recover the full electronic charge. The electron
density is thus subdivided into (1) a smooth part that extends throughout the unit cell, and (2) a hard
part localized in the core regions. The augmented part appears in the density only, not in the
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wavefunctions. This differs from methods like LAPW, where a similar approach is applied to
wavefunctions.

Ultrasoft potentials have another advantage besides being much softer than the norm-conserving
potentials. The USP generation algorithm guarantees good scattering properties over a pre-specified
energy range, which results in much better transferability and accuracy of pseudopotentials. USP
usually also treats "shallow" core states as valence by including multiple sets of occupied states in
each angular momentum channel. This also adds to high accuracy and transferability of the
potentials, although at a price of computational efficiency.

The default potentials used by CASTEP are ultrasoft pseudopotentials.

All pseudopotentials are used in a separable Kleinman-Bylander form. Norm-conserving potentials
can be applied to wavefunctions in either reciprocal or real space; the real space implementation
offers better scalability with system size. Ultrasoft potentials can be used only in the reciprocal space
at the moment (note that the expected gain of the real-space implementation is expected to be less
important in this case).

At present CASTEP pseudopotentials are available for all elements of the periodic table. However,
USP files are not provided at the moment for f-elements, with few exceptions, so that one must use
.pspnc files instead.

Supercell approach

CASTEP is based on a supercell method, whereby all studies must be performed on a periodic
system, even when the periodicity is superficial. For example, a crystal surface must be represented
by a finite-length slab. Study of molecules is also possible by assuming a molecule is put in a box
and treated as a periodic system. There is no limitation on the shape of the supercell. If the crystal
possesses high point-group symmetry, it can be used to speed the calculations.

Electronic relaxation

CASTERP offers a choice of methods for electronic relaxation. The default method is the most
efficient and is based on density mixing (see Kresse et al.). In this scheme the sum of electronic
eigenvalues is minimized in the fixed potential instead of self-consistent minimization of the total
energy. The new charge density at the end of the step is mixed with the initial density and the
process is repeated until convergence. A number of options are supported for this scheme: linear
mixing, Kerker mixing and Pulay mixing, in order of increasing robustness. It is possible to use
either the conjugate-gradient based approach to minimize the sum of eigenvalues, or the residual
minimization method which uses the DIIS (direct iteration in the inverse subspace) scheme. A
slightly more elaborate scheme that involves separate mixing of spin density has been developed for
spin-polarized calculations.

CASTERP also supports a more traditional scheme of the electronic relaxation, involving
minimization of the total energy. The electronic wave functions are expanded using a plane-wave
basis set, and the expansion coefficients are varied so as to minimize the total energy. This
minimization can be achieved either by using a band-by-band technique, where each wavefunction is
optimized independently, or by a modern all-bands method that allows simultaneous update of all
wavefunctions (only the all-bands scheme is supported for ultrasoft potentials). The scheme uses a
preconditioned conjugate gradients technique, as described by Payne et al.

The main advantage of the density mixing method is its robustness for metallic systems, especially
for metallic surfaces. A traditional total energy minimization scheme might become unstable in a
metallic system with the cell elongated in one dimension, and this is the typical set-up for the
supercell calculations on surfaces. The density mixing scheme converges equally well for insulating
and metallic cases.

Other technology used

CASTERP uses special k-points sampling for integration over the Brillouin zone, fast Fourier
transforms (FFT) to evaluate matrix elements, and wavefunction symmetrization for crystals with
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point-group symmetry higher than P,. For metallic systems CASTEP introduces partial occupancies
for levels close to the Fermi energy (de Vita, 1992).

Major limitations

CASTERP suffers from all the typical problems associated with local density approximation (or more
generally with the use of density functional theory). For example, the band gap in insulators is
underestimated and one has to apply post-SCF corrections (scissors operator) to achieve agreement
between measured and calculated optical properties.

Applications and further references

The range of CASTEP applications in total energy modeling and electronic structure study is
reflected by the number of related research papers published in peer-reviewed journals each year.
Some representative examples are cited in the References appendix. In addition, there is an online
list of CASTEP publications at

http://www.msi.com/info/references/CASTEP_list/ CASTEP_pubs.html

The finite basis set correction

The finite basis set correction is of utmost importance when cell optimization is performed with a
basis set that is not absolutely converged. For example, the silicon pseudopotential is sufficiently
soft and provides fairly accurate results with a cutoff energy for plane waves of about 200 eV.
However, if one calculates the equation of state using this cutoff (i.e., the volume dependence of the
total energy and pressure), the volume that corresponds to the minimum in total energy does not
coincide with the volume that gives zero pressure. As one repeats such EOS calculations at
progressively higher cutoff energies and with better k-point sampling, the difference between the
two volume values becomes smaller and smaller. In addition, the E-V curve calculated at low cutoff
energy is jagged but becomes more and more smooth as the cutoff energy is increased.

The idea behind the finite basis set correction is to use results obtained at relatively low cutoff
energy and k-point sampling and correct them analytically, thus eliminating the necessity of running
calculations with prohibitively large basis sets. The reason for the jagged appearance of the E-V
curve is the discontinuous change in the number of plane waves used at the same cutoff energy but
for different lattice constants. The finite basis set correction, when added to the total energy, allows
one to perform calculation with a fixed number of basis states and to interpolate the results as if the
more physical condition of a fixed energy cutoff were used.

The only parameter that has to be known in order for this correction term to be evaluated can be
expressed as d E,, / d In E_,, where E,, is the total energy of the system and E_,, is the cutoff energy.

CASTERP can calculate this term automatically or you can input this parameter manually.

The value of the d E,, / d In E_, derivative gives a good indication of the convergence of the
calculation with respect to the energy cutoff and k-point sampling. When its value per atom (i.e., the
value from prefix.cst divided by the number of atoms) is smaller than 0.01 eV atom-!, the calculation
can be considered very well converged. A value of 0.1 eV atom-! is sufficient for most calculations.

Optical properties

In general, the difference in the propagation of an electromagnetic wave through vacuum and some
other material can be described by a complex refractive index.

Eq.7 N =n+iK

In vacuum it is real, and equal to unity. For transparent materials it is purely real, the imaginary part
being related to the absorption coefficient by,
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Eqg. 8 n= ¢

the fraction of energy lost by the wave on passing through a unit thickness of the material concerned.
This 1s derived through considering the rate of production of Joule heat in the sample.

The reflection coefficient can be obtained for the simple case of normal incidence onto a plane
surface by matching both the electric and magnetic fields at the surface,

R=|1-N2_ (n—1)2+4k2
Eq. 9 14N (n+1)24+ k2

However, when performing calculations of optical properties it is common to evaluate the complex
dielectric constant, and then express other properties in terms of it. The complex dielectric constant

& (®)is given by,
=g +ig, = N
Eq.10 & = & T1& =

and hence the relation between the real and imaginary parts of the refractive index and dielectric
constant is,

g, = nz—kzez = 2nk

Eq.11  ©1

A further frequent form for the expression of optical properties is the optical conductivity,
. . @
G =06,+i6, =-i—(e-1

Eq. 12 1 2 4m ( )

But, this is most useful for metals, which are not treated in this package (while there is the facility to
include DC conductivity and Drude damping).

A further property we may calculate from the complex dielectric constant it the loss function. It
describes the energy lost by a point electron passing through a homogeneous dielectric material, and
is given by,

-1
I
Eq. 13 m(ﬁ(w))

Connection to experiment

Experimentally, the most accessible optical parameters are the absorption Tl ((D)’ and the reflection

R (®)coefficients. In principle, given the knowledge of both these, the real and imaginary parts of
N can be determined, through Eq. 8 and Eq. 9. Eq. 10 allows expression in terms of the complex
dielectric constant. However, in practice, the experiments are more complicated than the case of
normal incidence considered above. Polarization effects must be accounted for, and the geometry
can become quite involved (for example, transmission through multi-layered films or incidence at a
general angle). However, this is a problem of optics, and would needlessly complicate the
microscopic origin of the optical properties. We consider only normal incidence, but polarization
effects are taken into account. For a more general discussion of the analysis of optical data see Palik,
1985.

Connection to electronic structure

The interaction of a photon with the electrons in the system under study is described in terms of time
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dependent perturbations of the ground state electronic states. Transitions are caused between
occupied and unoccupied states by the electric field of the photon (the magnetic field effect is
weaker by a factor of v/c). When these excitations are collective they are known as plasmons (which
are most easily observed by the passing of a fast electron through the system rather than a photon, in
a technique known as Electron Energy Loss Spectroscopy, described by Eqg. 13 -- since transverse
photons do not excite longitudinal plasmons). When the transitions are independent they are as
single particle excitations. The spectra resulting from these excitations can be thought of as a joint
density of states between the valence and conduction bands, weighted by appropriate matrix
elements (introducing selection rules).

Evaluation of the dielectric constant

We calculate the imaginary part of the dielectric constant, which is given by,

2 27]',' n 12 .
62(q -—>Oﬁ,ﬁw): s; Z'(wf{lu.r'w;c)' S(EE—EL—E)
0
Eq. 14 k,v,c

where u is the vector defining the polarization of the incident electric field.

This expression is similar to Fermi's Golden rule for time dependent perturbations, and EP) ( m)can
be thought of as detailing the real transitions between occupied and unoccupied electronic states.

Since the dielectric constant describes a causal response, the real and imaginary parts are linked by a

Kramers-Kronig transform. This is used to obtain the real part, &y ( (D)_

Details of the computation
Brillouin Zone integrations

The current approach to integration over the Brillouin Zone involves taking a symmetrized
Monkhorst-Pack grid, and smearing each energy level with a Gaussian spread function. Note that we
do not take the approach of using a phenomenologically justified Lorentzian smear since it is found
that unrealistic lifetimes have to be applied if a reasonable number of k-points are to be used.

Evaluation of Matrix Elements

The matrix elements that are required to describe the electronic transitions in Eq. 14 are

(Wil (17 iom) (W [Ply)

ViV , which may normally be written as Vi Vi allowing straight forward
calculation in reciprocal space. However, this depends on the use of local potentials (Read and
Needs, 1991), while in CASTEP non-local potentials are the norm. The corrected form of the matrix
elements are,

c v 1 c v
(WilPlwd + =~ (Wi (V| 1) i)

VD) = —
Eq. 15 KPP om

Polarization

For materials that do not display full cubic symmetry, the optical properties will display some
anisotropy. This can be included in the calculations by taking the polarization of the electromagnetic
field into account. As mentioned above, the unit vector u defines the polarization direction of the
electric field. When evaluating the dielectric constant there are three options.

Polarized
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This requires a vector to define the direction of the electric field vector for the light at normal
incidence to the crystal.

Unpolarized

This takes the vector supplied as the direction of propagation of incident light at normal incidence to
the crystal. The electric field vector is taken as an average over the plane perpendicular to this
direction.

Polycrystal

No direction need be specified, the electric field vectors are taken as a fully isotropic average.
Scissor operator

As discussed below, the relative position of the conduction to valence bands are found to be in error
when the Kohn-Sham eigenvalues are used. In an attempt to "fix" this we allow a rigid shift of the
conduction band. This is given the formal name of a scissor operator.

Limitations of the method
Local field effects

The level of approximation used here does not take any local field effects into account. These arise
from the fact that the electric field experienced at a particular site in the system is screened by the
polarizability of the system itself. So, the local field is different from the applied external field (i.e.,
the photon electric field). This can have a significant effect on the spectra calculated (see the
example of bulk Silicon below), but it is prohibitively expensive to calculate for general systems at
present.

Quasiparticles and the DFT bandgap

In order to calculate any spectral properties we have been forced to make the identity between the
Kohn-Sham eigenvalues and the quasiparticle energies. Although there is no formal connection
between the two, the similarities between the Schriginger-like equation for the quasiparticles and the
Kohn-Sham equations allow the two to be identified. For semiconductors, it has been shown
computationally (comparing GW and LDA bandstructures) that most of the difference between
Kohn-Sham eigenvalues and the true excitation energies can be accounted for by a rigid shift of the
conduction band upwards with respect to the valence band (Goodby et al. 1992). This is attributed to
a discontinuity in the exchange-correlation potential as the system goes from (N)-electron to
(N+1)-electron during the excitation process (Goodby 1992). There can, in some systems, be
considerable dispersion of this shift across the Brillouin Zone, and the scissor operator we use here
will be insufficient.

Excitonic effects

In connection with the absence of local field effects, excitonic effects are not treated in this
formalism. This will be of particular importance for ionic crystals where such effects are well
known.

Spin-polarized systems

Spectra generation for spin polarized systems is not implemented at present. This will preclude
calculations of magnetic systems.

Others
The nonlocal nature of the GGA is not taken into account on evaluating the matrix elements, but it is
expected that this will have a small effect on the calculated spectra. Clearly, phonons and their

optical effects have been neglected. Finally, there is an intrinsic error in the matrix elements for
optical transition due to the fact that pseudo-wavefunctions have been used (i.e., they deviate from
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the true wavefunctions in the core region), leading to small numerical errors. However, the selection
rules will not be changed.

Note that optical properties calculation is not yet available with ultrasoft pseudopotentials.

CASTEP methodology

This section gives some general guidelines concerning the most important parameters that must be
considered in setting up a CASTEP run.

K-point sampling

An appropriate choice of the k-point set is important for achieving balance between accuracy and
efficiency. The default spacing between Monkhorst-Pack points is 0.1 E-1 for insulators and 0.05
E-1 for metals, since metallic systems require better sampling. This normally produces sufficient
sets, e.g., 2x2x2 for a conventional Si cell. You should check whether suggested odd values of
Monkhorst-Pack parameters can be profitably increased by one. This substitution is done
automatically for cubic and hexagonal cells, but there are other cases where the symmetrized set
generated for, e.g., a 2x2x3 parameter set, contains as many points as a 2x2x4 set. It should be
remembered that an increased k-point set reduces the finite basis set correction and makes cell
relaxation more accurate at a fixed energy cutoff.

FFT grid dimensions

These parameters are derived automatically from the specified energy cutoff. It is recommended
increase the values slightly when using gradient corrected change-correlation functionals (GGA or
GGS).

In addition, there should be an extra safety margin for cell optimization runs, since the FFT grid that
was sufficient for the original cell might become too small for the final one. Thus, an approximately
10% increase in grid dimensions is recommended if cell vectors are expected to change significantly
during an optimization run. Furthermore, the CASTEP interface will automatically increase the
recommended grid if ultrasoft potentials are used: this is required to accurately reproduce the
augmentation charge.

Electronic minimizer

CASTEP provides an option of using either a density mixing scheme or the total energy
minimization scheme (either band by band, BB, or all bands, AB, although band by band method is
not supported if ultrasoft potentials are used).

The default method is the density mixing scheme. In this scheme the sum of electronic eigenvalues
is minimized in the fixed potential instead of self-consistent minimization of the total energy. The
new charge density at the end of the step is mixed with the initial density and the process is repeated
until convergence. A number of options are supported for the mixing step: linear mixing, Kerker
mixing, and Pulay mixing, in order of increasing robustness. It is possible to use either a
conjugate-gradient based approach to minimize the sum of eigenvalues, or the residual minimization
method, which uses the DIIS (direct iteration in the inverse subspace) scheme (note that only the
CG-based scheme is available for ultrasoft pseudopotentials). A slightly more elaborate scheme that
involves separate mixing of spin density has been developed for spin-polarized calculations.

The density mixing scheme typically offers at least a factor of 3 acceleration even on moderate size
insulator systems. The main advantage of the density mixing scheme is that metallic systems can be
reliably converged in a relatively small number of steps.

For both BB and AB methods, the total energy is minimized in the space of plane-wave expansion
coefficients for wavefunctions using the preconditioned conjugate-gradient technique.

The BB minimizer updates one electronic band at a time, and thus performs many
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orthonormalization operations to maintain all the wavefunctions normalized and orthogonal.

The AB minimizer updates all bands at once and is typically 2-3 times faster, due to savings in the
orthogonalization procedure. However, memory requirements are much higher for the AB
minimizer, typically at least twice that for the BB minimizer.

Real- and reciprocal- space pseudopotentials

Most pseudopotentials used by CASTEP are nonlocal. This means that, to mimic the scattering

properties of an all-electron atom, we have to use a different scattering potential in each angular
momentum channel. These potentials, however, are different only outside the core region of the
atom, which makes real-space representation feasible.

The default choice is to use pseudopotentials in reciprocal space, that is, the V¥ operation is
performed as a summation in reciprocal space. This is a natural procedure for wavefunctions that are
represented by their plane-wave expansion coefficients. However, for large unit cells real-space

evaluation of the V¥ term in the Hamiltonian becomes significantly faster than reciprocal-space
evaluation. Indeed, the nonlocal part of the pseudopotential is nonzero only within the core region
and is thus zero nearly everywhere in the large cell (the cell that is much larger than the core region

of one particular atom). Thus it becomes more efficient to evaluate the VW product in real space and
to use Fourier transformation to obtain the values in reciprocal space.

Transformation of the pseudopotentials to real space is performed by CASTEP UI as part of the
input file creation procedure. The output of the transformation process is saved to prefix.cst_pstrans
file. It is in general sufficient to check the magnitude of the opti parameters (listed in the textport) to
be confident in the quality of transformation. An additional quality check is to examine the www
error function, which should be small (less than 1e-3) for all values of wave vector q.

The use of real-space potentials increases the memory requirements for a CASTEP run, typically by
20-40%. Fine tuning of the transformation procedure can decrease this memory overhead. This
requires changing the core radii in the Real Space Potentials Preferences panel to smaller values.

There is no real space option for ultrasoft pseudopotentials.

Geometry optimization

The main advantage of the new BFGS minimizer is the ability to perform cell optimizations,
including optimization at fixed external stress. It is important to set up the calculation correctly in
order to achieve the best performance of the minimizer.

First, if cell optimization is required, it is highly recommended to use a basis set correction term. Its
calculation is not too costly (10- 30% of the self-consistent electronic minimization at the first
iteration) relative to the advantages it provides. In addition, the default convergence criteria are
generally reasonable and compatible, that is, they are usually satisfied approximately at the same
time. It is possible to increase tolerance for the rms stress from 0.1 GPa to higher values if the bulk
modulus of the substance in question is high. Indeed, this criterion should be formulated in relative
units with respect to the elastic constants of the material; thus, the absolute value of 0.1 GPa chosen
as the default is somewhat arbitrary.

Cell optimization runs might encounter problems if basis set correction is not used or if the energy
cutoff is so low that the correction is not accurate. If this happens, an optimization run might stop
with a message that the energy has converged but the stress is still nonzero. This reflects an
inconsistency between energy and stress due to either absence of a correction term or incomplete
correction for small cutoff energies. The minimizer attempts to find the energy minimum rather than
the stress zero, since the former is more meaningful under the circumstances.

Another potential pitfall is the use of the cell minimizer when the starting geometry is very different
from the final one. Finite basis set correction does depend on the cell variables, although this
dependence is disregarded by the minimizer. In addition, the effective cutoff energy changes when
the cell geometry is modified (it is the number of plane waves that is kept fixed). If this change takes
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the E,, (In E,,)) function far away from the point that was used to evaluate the finite basis set

correction, the results will not be accurate. You should compare the starting and final geometries and
perform a completely new run starting from the final configuration if the difference between the two
g Aasr%%};l‘[}}ei final configuration can be accessed by loading the appropriate output file for analysis in

Metallic systems

The main difference between metals and insulators from the technical point of view is that the
number of occupied bands is not the same at different k-points in the Brillouin zone. The number of
occupied bands for insulators is calculated as one half the total number of valence electrons, but this
approach is not suitable for metals. Partial occupancies are introduced to eliminate discontinuous
ch_ar_lgqs in total energy that are created when an energy band crosses a Fermi level during SCF
minimization.

The overall strategy in CASTERP is as follows. The number of bands has to be slightly higher than
would be required for an insulator- the default is to add four extra bands, but it might be necessary to
add more bands if convergence is slow. An artificial electronic temperature is then introduced by
assuming gaussian-like smearing of each energy level. Occupation numbers are deduced from the
ratio of the area of the gaussian that falls below the Fermi level to its total area. Thus, a level deep in
the valence band has an occupation number of 1, a level directly on the Fermi surface has an
occupation number of 0.5, and a level high above the Fermi energy is empty. The smearing width is
periodically halved during the CASTEP run. The latter procedure is more important for stable runs
with the BB (or AB) minimizer, and in that case it is recommended to use a high initial value for
smearing, about 2 eV. The density mixing scheme is much less sensitive to the smearing value, and
it is sufficient to start with 0.4 eV, thus making a significant saving on the run time.

The initial and final width and the frequency of halving are controlled by options on the Metal -
Preferences control panel that opens from the CASTEP SCF Options control panel when METAL is
selected as the material under study.

The total energy calculated by CASTEP for metals is corrected for the fact that it now includes an
artificial electronic entropy contribution. This correction is possible since there exists a closed
analytical form for the dependence of the total energy on the smearing width s (or the electronic
temperature). In principle, one needs to evaluate E; (s -> 0) to obtain a physically meaningful
energy. In the past, values for s as low as 0.01 eV have been used to calculate the converged energy.
The total energy correction described above allows you to use a much higher smearing width (up to
1 eV) and still obtain results converged with respect to s. The advantage is the added stability of the
calculation, where occasional Fermi level crossings do not create instabilities. However, there is no
simple expression for a similar correction for either atomic forces or stress on the unit cell.

As a result, geometry optimizations for metals should be performed with great caution. You should
use smaller smearing values than for single-point energy runs. The calculated forces will be more
accurate but there is a risk of instability since changes in atomic geometry are likely to cause
reordering of bands and some Fermi level crossings. Cell optimization is very problematic for metal
systems, since the stress tensor might be affected by nonphysical contributions from nearly empty
conduction bands. The total energy is probably the most reliable quantity that can be calculated for

metallic systems.

Using the CASTEP user interface

CASTERP is invoked within the Cerius? program by first selecting the Quantum 2 module from the
module pullright and then selecting CASTEP from the deck of cards.

A typical CASTEP job involves three phases:
1. Setting up the job -- Prepare the model and specify the calculations to be performed.
2. Running and controlling the job -- Specify the machine on which you want to run

the job and start the job. The input files generated by Cerius? are then passed to
CASTEDP for execution. Jobs can be monitored and stopped, and necessary files can be
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transferred to and from remote systems using the CASTEP module's job control
facilities.

3. Studying the output -- Analyze the largely numeric data output from the CASTEP
run.

Setting up a CASTEP job

Setting up a CASTEP run involves generating a number of input datafiles that define the system of
interest and the type of calculations that you want to perform upon that system (see "CASTEP input
and output datafiles" on page 40). The CASTEP module considerably simplifies job specification
and setup because it generates the appropriate input files for you.

You can load, edit, and refine the model on which to perform calculations using any of the Cerius?
Visualizer tools and applications. The options that define the type of calculations you want CASTEP
to perform on that model (such as the task, approximation method, and basis set to use) are accessed
through buttons, popups, dialog boxes, and so on, that appear logically grouped by function on the
CASTEP module's control panels. From the current model and the settings of these controls, the
CASTEP module generates the input datafiles necessary to define both the system and the
calculations you want to perform.

For a full description of the procedures and controls necessary for setting up a CASTEP job, see
"Setting up and running a CASTEP job" on page 41.

Running and controlling a CASTEP job

When you are satisfied that your model and calculation options are correctly defined, you are ready
to run your job. At this point, the CASTEP module generates and saves the input datafiles (with a
user-defined file prefix) and passes them to the CASTEP application to be run. You can also restart a
previous run that was stopped for some reason (provided required datafiles are still present) or start a
run by passing previously saved input files to CASTEP.

CASTERP can be run interactively or in background or via the Network Queueing System (NQS), if
installed, on the local system or a remote host. Multiple jobs can be initiated on the same or different
systems; background and NQS jobs can proceed independently of the Cerius? session in which they
were initiated. For more information about processing modes, see "Setting up and running a
CASTEP job" on page 41.

For a full description of the procedures and controls needed to run a CASTEP job, see "QMW job
execution and control".

Job control

CASTEP jobs started in background or via NQS can run for as long as several days and, when
complete, terminate silently. The CASTEP module provides job control facilities that enable you to
readily monitor job progress and transfer necessary datafiles to and from remote systems. For a
description of the CASTEP module's job control facilities, see "Controlling CASTEP jobs" on page
56.

Studying CASTEP output

If CASTEP terminates successfully, the results of the run are written to output files with the same
prefix as the input file (see "CASTEP input and output datafiles" on page 40). The CASTEP
module's analysis tools allow you to obtain more readily usable information from the complex data
in these files. For example, you can plot band structures and the density of electronic states, calculate
and display a charge density isosurface or slice, and generate trajectory files from dynamics output.
For further information about details of the CASTEP module's analysis tools, see "Studying
CASTEP output" on page S8.

CASTEP input and output datafiles
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Communication between CASTEP and the CASTEP user interface occurs via several input and
output datafiles. These files share a common, user-defined prefix for any particular CASTEP run, as
outlined in the table below:

Datafile name Purpose
Input files:
run_name.rundat Runtime parameters.
run_name.param Parameters required for array dimensions.
run_name.geom Structural description of your molecular system in CASTEP format.
run_name.recpot Reciprocal-space potential.
run_name.realpot Real-space potential (if Real Space option is used).
run_name.symm Symmetry information (if symmetry is higher than P,).
run_name.ewdata Automatically generated fixed file (same for all).

Constraints for geometry optimization and initial Hessian matrix (only
run_name.optim created when the BFGS option is selected on the Geometry
Optimization control panel).

Output files:

run_name.gm" Structure/electron band information (binary data).
run_name.charge® Charge density information (binary data).

run_name.wavfun* Wavefunctions (binary data).

run_name.occnum® Band occupation numbers (for metals).

run_name.bands Electron bands (if computed).

run_name.coord Coordinates from molecular dynamics or geometry optimization run.
run_name.veloc Velocities from molecular dynamics run.

run_name.temper Temperature from molecular dynamics run.

run_name.hamilt Constant of motion from molecular dynamics run.
run_name.cst CASTEP logfile.

run_name.optim_out || Like run_name. optim, but with the final Hessian matrix.
run_name.cell Cell constants and stress tensor.

run_name.force Forces from molecular dynamics or geometry optimization run.

* Output datafiles required to restart a CASTEP job. All the usual input files that define the job
are also required. For details see "Restarting a previous run" on page 53.

Setting up and running a CASTEP job

2000/1/21 PM 03:47



Quantum Mechanics: Physics - CASTEP file:///D|/gschen/doc_html/cerius38/eom/04 CASTEP.html

In using the CASTEP module, setting up and running a CASTEP job is a relatively straightforward
matter, performed primarily from the Run CASTEP control panel. To reduce the procedure to its
simplest terms, all you need to do is prepare the molecular system you want to study, set the
CASTEDP options that define the nature of the calculations to be performed, and identify the machine
on which the job is to be run.

To run the most basic single-point energy calculation using the default method, basis set, and other
options on your local machine, you need only prepare your model and click RUN. The CASTEP
module uses settings suitable to your chosen options to create an appropriate input file and passes
that file to the CASTEP application for execution. To perform more complex calculations using
different methods, basis sets, and so on, you simply go to other easily accessible control panels from
which the appropriate options are available.

Preparing the molecular system for study
Periodic systems

For periodic systems, you need only load or sketch and build (using the CRYSTAL BUILDER card
under BUILDERS 1) your model in the current model space.

Nonperiodic systems

If you want to study nonperiodic systems (including defects, surfaces, and molecules), you need to
use supercell approximation techniques. To do this, simply construct a large unit cell containing the
molecular configuration in question and repeat it periodically throughout space. By studying the

properties of the system for larger and larger unit cells, you can gauge the importance of the induced
periodicity and then systematically filter out that periodicity.

Defining tasks, approximation methods, and basis sets

The most fundamental parameters that define the characteristics for a CASTEP run are the task (that
is, the primary objective of the calculation), and the approximation method and basis set to be used
to perform that task. Basic choices for these fundamental factors can be made from popups on the

Run CASTEP control panel, with further choices and related options available on other control
panels accessible from the Run CASTEP control panel.

Task
The task defines the type and primary objective of the calculations that CASTEP is to perform for
your structure. A wide variety of tasks are available, and some may be combined. The objective of
some typical tasks are:

« Single-point energy calculation.

o Geometry optimization.

o Molecular dynamics.

No additional options are available for single-point energy calculations. Related options for
optimization or dynamics can be accessed by clicking the More... button beside the Tasks popup on
the Run CASTEP control panel.

Method

The following can be used to describe exchange-correlation interactions within density functional
theory. These are:

o LDA -- Local density approximation (Perdew-Zunger parametrization).

e GGA -- Gradient-corrected LDA (Perdew-Wang 1991, generalized gradient approximation).
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o LSDA -- Local Spin Density Approximation (Perdew-Zunger parametrization).
¢ GGS -- Gradient-corrected LSDA (Perdew-Wang 1991).
Basis set

Bloch's theorem states that the electronic wavefunctions at each k point can be expanded in terms of
a discrete plane-wave basis set. In principle, an infinite plane-wave basis set is required to expand
the electronic wavefunctions. However, coefficients for plane waves with small kinetic energy are
typically more important than those with large kinetic energy. Consequently, plane-wave basis sets
can be truncated to include only plane waves that have kinetic energies less than some specified
cutoff energy.

You can choose from three settings for plane-wave expansion of wavefunctions using the Basis Set
popup. These settings are COARSE, MEDIUM, FINE and PRECISE.

Specific energy cutoff values defined by these settings depend on the convergence properties of the
pseudopotentials used for the current model. Each pseudopotential file provided with CASTEP
contains three suggested cutoff energies that correspond to the COARSE, MEDIUM and FINE
settings (PRECISE is defined as 1.1*FINE). These values were determined from convergence tests
for single atoms and diatomic molecules, and they roughly correspond to the total energy
convergence of 2, 0.3 and 0.1 eV/atom, respectively.

When using ultrasoft potentials, it is generally unwise to reduce the plane-wave energy cutoff below
the COARSE values set by the software. This may lead to an inadequate representation of the
augmentation charge. In some cases, this may manifest itself as a negative charge density in real
space and may lead to inaccuracies in, for example, geometry optimization. In particular, low energy
cutoff values might cause inaccurate representation of the augmentation charge, which will be
reflected in non-monotonic behavior of the total energy as a function of the cutoff energy. It has been
observed that some potentials might give lower total energy for small values of cutoff energy than
the converged value at the FINE level of accuracy, in particular in the molecular systems. However,
all the potentials have been tested at a FINE or PRECISE level of accuracy on at least two solid
state examples: all the test cases give cell parameters within 2% of the experimental data, and in
most examples the accuracy is in fact within 1%. In other words, COARSE is not a safe choice, and
it should be avoided except for very rough calculations.

You can also specify any appropriate value for the plane-wave basis set energy cutoff and specify
fast Fourier transform (FFT) grid dimensions from the CASTEP Basis Set control panel, which is
accessed by clicking the More... button next to the Basis Set popup on the Run CASTEP control
panel. Changing the cutoff energy causes recalculation of the FFT grid. It is not recommended to
make the FFT grid dimensions smaller than the ones suggested by the interface.

Other calculation options

Numerous other parameters and options that affect the calculations made during your CASTEP run
can be set using the CASTEP module. The controls for these options are grouped by function and
located on other control panels accessible from the Run CASTEP control panel.

Pseudopotentials

Pseudopotentials for each element are initially loaded from potential files provided. Potential files
have file prefixes that relate to the chemical symbol of the corresponding element, for example,
Ag_00.usp or Ag_00.recpot for silver. The different file suffixes refer to the different types of
pseudopotential (see the CASTEP theory section). CASTEP combines all the necessary
pseudopotentials into a single .recpot file before starting a job. Note that for real-space
representation of the nonlocal component of pseudopotentials, an additional combined potential file
with a .realpot extension isrequired, and is also generated by CASTEP before starting the job.

The default pseudopotentials are ultrasoft (.usp extension). They require a quite low energy cutoff
and guarantee good transferability, that is, the same potential correctly reproduces the valence
electron scattering by the ionic core in different chemical environments. The second best choice is
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the .recpot potentials, the standard norm-conserving pseudopotentials in the separable
KleinmanBylander form. Norm-conserving potentials for the first-row elements (C, O, N, etc.) and
for transition metals are optimized to achieve the best possible convergence with respect to the
number of plane waves in the basis set.

The pseudopotential concept allows only valence electrons to be considered in calculations,
simplifying them enormously. However, the downside of this approach is that such potentials
become nonlocal (that is, they depend on angular momentum). For a large system, computation of
the action of such potentials on the wavefunction can become a significant performance bottleneck.
This can be overcome by using nonlocal potentials in real, rather than reciprocal, space. The
CASTEP module incorporates code to handle the transformation of standard reciprocal-space
potential files into real space.

You can view the potentials being used for the elements in your model, load custom potentials from
a file, and choose between reciprocal- and real-space representations for the nonlocal component of
pseudopotentials from the CASTEP Potentials control panel, which is accessible by clicking the
Pseudopotentials... button on the Run CASTEP control panel.

Electronic minimizer

The settings for the electronic minimization scheme can be found on the CASTEP SCF Options
panel. The default scheme is the density mixing one with the conjugate gradient (CG) method for
eigenvalues minimization. Note that when using the density mixing method, the SCF energy no
longer decreases monotonically to the final converged SCF energy, and unconverged energies may
have values lower than the final converged energy. This behavior is due to the fact that in the
density-mixing method, the Harris functional for the energy is used rather than the Kohn-Sham
functional. Unlike the Kohn-Sham functional, the Harris functional does not necessarily have a
minimum at the SCF solution.

The density-mixing scheme is controlled by a number of additional parameters that can be set using
the CASTEP Density Mixing Options panel, which is accessible from the CASTEP SCF Options
panel. These correspond to the final six entries in the .rundat file. Most of the additional parameters
determine how the input density for the next iteration is calculated from the previous input and
output density (or densities). The default values for these parameters should be adequate for most
systems. For some complex systems (including some spin-polarized systems) or systems containing
certain "difficult" atom types, it may be necessary to modify (usually reduce) the density mixing
amplitude somewhat. It is unlikely that the other parameters will need to be changed from their
default values.

In addition to the parameters which define how the density is mixed, there is also a choice of
algorithms to use in optimizing the wavefunctions. By default a conjugate-gradients (CG) algorithm
is used. This is the more robust algorithm. The RMM-DIIS method may also be selected. This may
result in an acceleration (of roughly 30%) in many cases, as it requires fewer wavefunction
orthogonalizations. However, caution is advised in the use of the RMM-DIIS method since it is not
guaranteed to converge to the lowest set of eigenvalues.

This is a particular problem for insulators. For this reason, when the RMM-DIIS method is selected,
a number of conjugate-gradients iterations are carried out before switching to RMM-DIIS. This
number (3 by default) is controlled by the RM_DELAY parameter in the .rundat file. Generally we
recommend use of the CG algorithm, especially for insulators. However you may wish to experiment
with the use of the RMM-DIIS method. Note that the RMM-DIIS method 1s, as yet, not available for
use with ultrasoft pseudopotentials.

For norm-conserving potentials, the density-mixing electronic minimization method is provided in
addition to the previously available band-by-band and all-bands methods. For systems containing
ultrasoft potentials there are certain restrictions on the choice of electronic minimization methods.
The band-by-band method is not available since it is incompatible with the charge augmentation
required by the ultrasoft potentials. In addition, the all-bands method is only implemented for
insulators. The density-mixing method is available for both metallic and insulating systems. These
restrictions should not be a problem, since density-mixing is the preferred method.
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K-points

Using a periodic supercell, CASTEP considers electronic states only in the first Brillouin zone
(Chadi et al. 1973; Joannopoulos and Cohen 1973; Monkhorst and Pack 1976; Evarestov and
Smirnov 1983). Calculation of the total energy and charge density using density functional theory
requires several integrals in reciprocal space (over the Brillouin zone). CASTEP approximates these
integrals by numerical summation over a finite number of k points.

CASTEDP uses a special k-point approach to select an optimal set of points such that the greatest
possible accuracy is achieved from the number of points used. The primary method of special-point
generation implemented in the CASTEP module is the Monkhorst-Pack scheme, which produces a
uniform mesh of k points in reciprocal space. The quality of this representation can be verified by
increasing the density of k points used in the mesh. Nonmetallic systems typically require an order
of magnitude fewer points than metallic systems because, for nonmetals, electronic properties vary
much more slowly in the Brillouin zone. K-point coordinates can also be calculated for
band-structure plotting, using the direction scheme or can be specified manually.

Controls governing the specification of k points are found on the CASTEP k-points control panel,
which is accessed by clicking the K-Points... button on the Run CASTEP control panel.

For many elements, more than one potential is provided. In these cases, you can inspect the textual
comments in the files to establish their recommended usage in applications.

Output and SCF options
Output options
CASTEP output options governing output style, iteration backup and output, timing data, and stress

tensor calculation can all be set on the CASTEP Output control panel, which is accessed by clicking
the Output Options... button on the Run CASTEP control panel.

SCF options
Parameters governing the CASTEP self-consistent field (SCF) use during electronic structure

calculations can be set from the CASTEP SCF Options control panel, which is accessed by clicking
the SCF Options... button on the Run CASTEP control panel.

Note

It is necessary to use the SCF options panel to specify whether the material is expected to be a
metal or insulator.

Optical Properties
Producing optical spectra
The calculation of optical properties involves:

« Performing a single point energy calculation to evaluate the self-consistent charge density.
This allows the construction of the fixed Hamiltonian.

« For the fixed Hamiltonian, find the Kohn-Sham eigenvalues for many more k-points (for the

Brillouin zone integration) and many more unoccupied states. The matrix elements for
transitions between the occupied and unoccupied states are evaluated at this stage.

« From Eq. 14,8 (0)s evaluated, for a given smearing (to assist the integration), scissor
operator (to correct the bandgap error) and polarization.
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« Using the above dielectric constant the optical properties required can be output.

Effects of varying the parameters

Number of Bands

It is clear from Figure 1 that o) ( w)converges rapidly with the number of conduction bands
included. The default in the case displayed is for 12 bands in total, which corresponds to the 4+8
bands curve in Figure 1. The contributions from successive bands vary discontinuously due to
selection rules. (Number of Bands is set on the CASTEP Optical Spectra control panel.)

Figure 1
200ev cutoff with 2 9x9x9 MP grid and 0.S%ev Gaussian smear
40 T T T T T T v T T T T T T T
| 4 +2 bands i
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------------ 4+20 bands
30 —— 4444 bands 7
g
;\% 20
=
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0 A L L 1
0 2 4 6 8 10 12 14
Energy/ev
Figure 1. Silicon atom unit cell.
Convergence with number of conduction bands included.,

Energy cutoff

The value of the energy cutoff that was used in the original SCF calculation of the ground state
electron density is an important factor that determines the accuracy of the calculated optical
properties. A bigger basis set provides more accurate self-consistent charge density and more
variational freedom when searching for wavefunctions of unoccupied states. Figure 2 shows that
while it is important to converge with planewave cutoff to obtain the correct energies for the spectral
features, the form of those features are qualitatively rapidly reached.

17 of 29 2000/1/21 PM 03:47



Quantum Mechanics: Physics - CASTEP file:///D}|/gschen/doc_html/cerius38/eom/04 CASTEP.html

Figure 2
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Figure 2. Silicon 2 atom unit cell.
Convergence with planewave cutoff,

Number of k-points for SCF run

The accuracy of the ground state electron density depends on the number of k-points used in the SCF
run as well as on the basis set quality. Figure 3 reveals that the optical properties converge rapidly
with the number of k-points used in the SCF run, which implies an insensitivity to the charge density
thus calculated.
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Figure 3. Silicon 2 atom unit cell.

Convergence with number of K-points for self-consistent run,

Number of k-points for Brillouin Zone integration

It is important to use a sufficient number of k-points in the Brillouin zone when running optical
matrix element calculations. The matrix element changes more rapidly within the Brillouin zone than
electronic energies themselves, so one requires more k-points to integrate this property accurately
than is needed for an ordinary SCF run. The number of k-points can be increased by requesting
smaller spacing between the k-points (specified on the CASTEP K-Points for Optics panel). Figure 4
clearly demonstrates the importance of converging the BZ integration for the optical properties with
k-point density. Both energies and spectral features are strongly effected by the accuracy of this

integration.
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Figure 4
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Figure 41 Silicon 2 atom unit cell.
Convergence with number of K-points in BZ infegration.

The question of accuracy and precision

The effect of the various parameters on the degree of convergence achieved in the calculation of the
optical properties has been described. It must, however, be kept in mind that full convergence (which
will frequently lead to a highly strenuous calculation) will not always be appropriate. Experimental
data is always only accurate to within some error, and the theory itself (see "Limitations of the
method") is limited in accuracy.

The choice of properties to be output

All the optical properties that concern us can be expressed in terms of either the complex dielectric
constant, or complex refractive index.

By default, the absorption Tl (©)and reflection & () coefficients are output on calculation of the
dielectric constant. Following this, the calculation need not be repeated (for fixed scissors operator,
smearing and geometry), and the optical properties may be graphed.

Geometry constraints

Geometry constraints allow you to specify which atoms and unit-cell parameters are fixed and which
are allowed to move during CASTEP minimization calculations. Controls on the Atom Constraints
and Cell Constraints control panels (accessed by clicking Geometry on the CASTEP menu card and
choosing Atom Constraints or Cell Constraints from the pullright that appears) allow you to
specify constraints for your model.
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Atom constraints

A set of controls allows you to fix atomic position or allow atomic motion for all or selected atoms
in the structure. This panel also allows you to color atoms according to their movability which
provides a quick visual check of the correctness of the setup for atom constraints.

Cell constraints

A set of check boxes allows you to constrain or vary each of the unit cell lengths (a, b, and ¢) and

angles (@, B, and ¥). Additionally, a set of fields allows you to specify external stress to the
cartesian axes X, y and z.

Cell optimization requires an overall accurate calculation, since otherwise there would be an
inconsistency between stress and energy which will prevent the minimizer from finding a state with
the specified external stress and a minimum energy. It is strongly recommended that you switch on
the basis set correction (see the help text for the CASTEP Basis Set control panel) when performing
cell optimization (this is a default setting for CASTEP). Even then, it is possible for the CASTEP
job to terminate with a message warning about the inconsistency between stress and energy. If this
happens, load the final structure of the run for analysis, set a new run with all the same parameters
(basis set, K-points, etc.), and submit a new job.

Running the job

When you have defined your model and specified the task, method, basis set, and other options that
determine the nature of the calculation, you are ready to run your CASTEP job. However, before you
go ahead, you may want to set a few options governing the run itself.

Datafile title entry

Before you run your job, you can use the Title entry box to enter title information to be included in
CASTEP input and output datafiles.

Input/output file naming

CASTEDP input and output datafiles generated by Cerius? have several different file extensions. You
can specify the prefix for the input files and the output files in the File Prefix entry box on the Run
CASTERP control panel. Alternatively, you can select a filename prefix from existing datafiles using
controls on the CASTEP Input File control panel (accessed by clicking the Files... button next to
File Prefix).

Restarting a previous run

Provided that certain datafiles are present, CASTEP runs that have been stopped before completion
(either deliberately or due to system failure) can easily be restarted by specifying the appropriate
filename prefix and setting the Restart Previous Run option on the CASTEP Run Options control
panel before clicking the RUN button (or the Run Selected CASTEP Input File button on the
CASTEDP Input File control panel).

In addition to all the input datafiles that defined the original job, prefix.gm, prefix.charge,
prefix.wavfun, and prefix.occnum output datafiles are required. These output files are saved
periodically during the CASTEP run. From the CASTEP Output control panel (accessed by clicking
the Qutput Options... button on the Run CASTEP control panel), you can specify the frequency at
which the files are saved and, thus, the maximum number of iterations that can be lost.

Running in background and on remote hosts
Options governing the execution of your CASTEP job, such as the mode of operation and host
machine for remote jobs, are set from the CASTEP Job Control control panel. The job can be run

interactively (as a foreground task), in the background, or via the Network Queueing System, if
installed, on the local or a remote host.
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Other related options can be set from control panels accessible from the CASTEP Job Control
control panel. If you choose to run a job remotely, you should supply the name of that host and the
name of the CASTEP executable on that system. If the remote host does support an rlogin operation
from your local host, you also need to specify a valid user ID and password from the CASTEP Job
Control Options control panel.

Go!
When you have correctly set up the parameters of the run, simply click the RUN button in the Run
CASTEP control panel. Alternatively, you can choose to create the necessary input datafiles and

save them to disk for later execution (locally or remotely) by clicking the Save CASTEP Input
Files button on the CASTEP Input File control panel.

To set up and run a CASTEP job

1. Load or sketch and build (using the CRYSTAL BUILDER card under BUILDERS
1, if necessary) the periodic model upon which you want to perform CASTEP
calculations.

2. Open the Run CASTEP control panel by choosing Run from the CASTEP menu
card.

3. Specify the CASTEP calculation task by selecting one from the Task popup. For
Geometry Optimization or Dynamics tasks, related options are available on control
panels accessible by clicking the More... button beside the Task popup

4. Specify the CASTEP approximation method for density functional theory
exchange-correlation interactions by selecting one from the Method popup.

5. Specify the plane-wave basis set energy cutoff by selecting one from the Basis Set
popup. Alternatively, to fine tune this value and associated parameters:

a. Open the CASTEP Basis Set control panel by clicking the More... button beside the
Basis Set popup.

b. Specify appropriate values for the Kinetic Energy Cutoff and FFT Grid
dimensions.

6. If the default pseudopotentials and related options are not satisfactory:

a. Open the CASTEP Basis Set control panel by clicking the Pseudopotentials...
button.

b. Examine the potentials for your model system and, if necessary, load custom
potential files or reset the CASTEP default set of potentials.

7. If the default set of k points is not adequate, set up special k points for the job:
a. Open the CASTEP k-points control panel by clicking the K-Points... button.

b. Use the controls on the panel to generate special points, specify points manually, or
set other options appropriately.

8. If the default output options (governing output style, iteration backup and output,
timing data, and stress tensor calculation) are not satisfactory, respecify them:

a. Open the CASTEP Output control panel by clicking the Output Options... button.

b. Use the controls on the panel to set the output options appropriately.
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9. If the default SCF options (parameters relevant for the electronic structure
calculations) are not satisfactory, respecify them:

a. Open the CASTEP SCF Options control panel by clicking the SCF options...
button.

b. Use the controls on the panel to set the SCF options appropriately.

10. Use the Title entry box to review (and, if necessary, edit) the title/comment
information that will be placed in generated input datafiles and the logfile.

11. To specify run type, host, and other options governing the execution of the
CASTEDP job:

a. Open the CASTEP Job Control control panel by choosing Job Control from the
CASTEP menu card.

b. Use the controls on the CASTEP Job Control control panel to set up the job
appropriately.

12.  Specify the datafile prefix using the File prefix entry box (or select one from
existing files using the CASTEP Input File control panel). Next, either save the file for
later execution or click the RUN button to start the job.

13. Ifyou are going to submit a CASTEP job to a machine with a limited amount of
memory:

a. Open the CASTEP Run Options control panel by clicking the Options... button.

b. Enter the amount of memory available in Memory (Mb). CASTEP will perform a
check before submitting the job and will cancel submission if the amount of memory
available is insufficient.

c. You can decrease memory requirements of CASTEP by switching off the Keep
Wavefunctions in Memory checkbox.

14. If you are going to submit a CASTEP job to a machine with multiple CPUs, you
might want to check the current setting for the number of processors:

a. Open the CASTEP Run Options control panel by clicking the Options... button.

b. If'the Processors field is empty, CASTEP will use all the CPUs. You have to enter a
number in this field if you want to use fewer CPUs.

15. If you manually changed the FFT grid, the Monkhorst-Pack mesh, the K-points, or

the coordinates of the K-points themselves, switch off the Calculate Before Running a
Job control on the CASTEP Run Options control panel.

Note

For an exhaustive explanation of each control panel, command, popup, toggle, radio button, etc.
in the GUI, please see the online help. In Cerius?, place your cursor over a given control and
press the right mouse button. A window will appear in the middle of your screen containing help
text for that control.  For more information on the help text system and using it, see the Cerius2

Modeling Environment manual.

Controlling CASTEP jobs
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CASTERP jobs can run on local or remote systems for long periods of time. Those initiated in
background mode or NQS then terminate silently when they complete (although you can request that
NQS jobs send you email when the job completes). These and other issues introduced in Chapter 2
(see "Quantum 2 job execution and control” on page 10) would make keeping track of your jobs
extremely difficult without the job-control tools provided by the CASTEP module. Located on (or
accessible from) the CASTEP Job Control control panel, these tools enable you to readily specify
how and where your CASTEP jobs should run, monitor their progress, and transfer input and output
datafiles to and from remote systems.

Specifying run mode and host

CASTEP jobs can be run interactively, in the background, or via the Network Queueing System
(NQS), if installed, on the local system or a remote host. These choices and related options are easily
set from the CASTEP Job Control control panel and the CASTEP Job Control Options control panel.

Monitoring jobs

The Cerius2 Castep Job Status list in the CASTEP Job Control control panel provides a summary
of the status of all your recent jobs running on the local machine or remote hosts, including those
queued, just started, in progress, or already complete. If necessary, you can terminate a job by
selecting it from the list and clicking the Kill Remote Job button. If the necessary output datafiles
are preserved, a killed job can be restarted later (although it will restart not from the latest iteration,
but from the last saved one). You can request soft termination by clicking the Shutdown Remote
Job button. In this case, CASTEP will complete one more SCF step, save the files and terminate.

To obtain a more accurate picture of the progress of a job, you can review the job logfile in real time
via an xterm window on your graphics terminal. This window is opened automatically for all
interactive jobs. You can also open this window for a background or NQS mode job by selecting that
job from the Cerius2 Castep Job Status list and clicking the Monitor Remote Logfile button.

Note

Remote hosts on which a CASTEP job is running must be authorized to make connections to
your X-server in order for you to monitor the logfile output from jobs in this manner. To
authorize such access, type the following from a shell on your local system:

> xhost remote host name

Datafile transfer

The CASTEP module automatically handles the transfer of generated input datafiles to another host
when you start interactive, background, or NQS mode remote jobs. After job completion, all the
output datafiles are automatically recovered for interactive mode jobs. For background mode and
NQS jobs, all or selected output datafiles (as determined by settings on the CASTEP File Options
control panel) can be recovered manually from the remote host by selecting that job from the
Cerius2 Castep Job Status list and clicking the TRANSFER files from selected job button.

Note

The remote file system may actually be the same as your local file system (if for example it is
NFS-mounted the same way on both systems. In this case, no transfer of datafiles is necessary.
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Studying CASTEP output

Results from a CASTEP run are written in readable ASCII format in the job logfile (*.cst). Binary
format data is output in output datafiles. For more information about these files, see "CASTEP input
and output datafiles" on page 40.

You may be able to obtain manually and/or extrapolate all the information that you require from the
data in the output datafiles. However, the CASTEP module provides a set of analysis tools that you
can use to analyze information from these files and readily visualize the results using the Cerius?
graphical display functionality. Information that can be analyzed using the CASTEP analysis tools
includes: x

o Model structure -- Recover and analyze geometry and trajectory.
« Band structure -- Calculate or load band structures. The results can then be plotted.

o Density of states -- Perform DOS calculations using smearing of bands. The results can then
be plotted.

« Optical properties -- Calculate optical matrix elements and generate optical spectra (complex
dielectric function, complex refractive index, adsorption, reflectivity, etc.)

« Charge density -- Obtain and visualize the total charge density and compare it to the
superposition of densities for subsystems. Results can be displayed as a 3D surface map or a
color-contoured plane slice.

o Orbitals -- Obtain and visualize the charge density that corresponds to wavefunctions in a
chosen energy interval. This corresponds to orbitals displayed for molecular systems.

o Electrostatic potential -- Obtain and visualize the electrostatic potential. Results can be
displayed as a 3D surface map or a color-contoured plane slice.

Accessing the tools

The CASTEP analysis tools are all accessed via the Analyze pullright on the CASTEP menu card.
An overview of the tools follows (please see the help text for a more complete description of each
option).

Files Provides access to the CASTEP File Analysis control panel, from which you can select the
logfile (*.cst) from the CASTEP job to be studied.

Band Structure Provides access to the CASTEP Band Structure control panel, from which you can
calculate or load band structures and plot the results.

Density of States Provides access to the CASTEP Density of States control panel, from which you
can perform DOS calculations and then plot the results using smearing of bands.

Optical Spectra Provides access to the CASTEP Optical Spectra control panel, from which you can
set up an additional non-self-consistent CASTEP run to generate conduction and valence band
electronic energies, calculate optical matrix elements and generate optical properties in a graphical
representation.

Density Provides access to the CASTEP Charge Density control

panel, from which you can obtain and visualize the total charge density (obtained from the .charge
output datafile) and compare it with the superposition of densities for subsystems. Results can be
displayed as 3D surface maps or as 2D slices (see the Surfaces and Slices menu entries below).

Potential Provides access to the CASTEP Potential control panel, from which you can calculate and

visualize the electrostatic potential. Results can be displayed as 3D surface maps or as 2D slices (see
the Surfaces and Slices menu entries below).
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Orbitals Provides access to the CASTEP Orbitals control panel, from which you can calculate and
visualize charge density distribution for selected wavefunctions (orbitals). Results can be displayed
as 3D surface maps or as 2D slices (see the Surfaces and Slices menu entries below).

Surfaces Provides access to the CASTEP Surfaces and Surfacing File control panels, from which
you can display charge density, charge difference orbitals, and potential data as a three-dimensional
surface.

Property Maps Provides access to the CASTEP Surface Properties control panel from which you
can display charge density, charge difference, and potential data as a color-coded map on a
three-dimensional surface.

Slices Provides access to the CASTEP Slices control panel, from which you can display charge
density, charge difference, and potential data as 2D color-contoured plane slices.

To retrieve and analyze model data
1. Select the appropriate .cst file:

a. Open the CASTEP File Analysis control panel by choosing Files from the Analyze
pullright.

b. Select the appropriate .cst file.

The necessary data are obtained from the CASTEP run, and the model is displayed in the
model window.

2. For molecular dynamics or geometry optimization runs, click the Create trajectory
file button to generate a trajectory file from all the structures contained in the CASTEP
output. this file can be further loaded into Analysis module of Cerius2.

To analyze band structure
1. Select the appropriate .cst file:

a. Open the CASTEP File Analysis control panel by choosing Files from the Analyze
pullright.

b. Select the appropriate .cst file.

2. Open the CASTEP Band Structure control panel by choosing Band Structure from
the Analyze pullright.

3. To calculate new band energies using any k-point set:

a. Open the CASTEP k-points control panel by clicking the Setup k-points... button
and specify the required k points. It is helpful to visualize selected paths in the
reciprocal space. This can be achieved by opening the Brillouin Zone Display panel
either by clicking the Brillouin Zone Display... button or by choosing Brillouin Zone
from the Geometry pullright. Use the controls on this panel to display the Brillouin
zone, high symmetry points, the currently selected path for band structure calculation,
etc.

b. From the CASTEP Band Structure control panel, specify the tolerance for
calculating the band energies and the number of CG steps and bands for the calculation.
The default number of bands will produce only valence (occupied) states in case of a
nonmetallic system, so the number should be increased in order to study the conduction
band as well.

c. Click the Calculate Band Structure button. This will start another CASTEP job
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(non-self-consistent) and the CASTEP Job Control control panel can be used to specify
the host, etc.

4. Select the appropriate .bands output datafile (from a previous run or newly
generated), using the entry box next to the Plot from button, then click the Plot from
button to plot the band structure data.

5. You can switch on Display Density of States control, in which case the Plot from
button will generate the plot of density of states side by side with the band structure
plot.

To analyze electronic density of states
1. Select the appropriate .cst file:

a. Open the CASTEP File Analysis control panel by choosing Files from the Analyze
pullright.

b. Select the appropriate .cst file.

2. Open the CASTEP Density of States control panel by choosing Density of States
from the Analyze pullright.

3. Specify the tolerance for calculating the band energies and the number of CG steps
and bands for the calculation. The default number of bands will produce only valence
(occupied) states, so the number should be increased to study the conduction band as
well.

4. Click the Calculate Band Energies button. This will start another
(non-self-consistent) CASTEP job and the CASTEP Job Control panel can be used to
specify the host, etc. The aim of this job is to generate electronic energies on a finer
Monkhorst-Pack mesh that was used for the SCF calculation. Click Setup K-Points... if
you wish to change the default settings for the K-points.

5. Click Display to create a graph of density of states as a function of energy. In the
case of spin-polarized calculations, you can choose whether to plot the total density of
states or its components for spin-up and spin-down electrons.

6. You can skip steps 3 and 4 if you consider the number of K-points of the original

SCF run sufficient, or if you are only interested in a rough estimate of the density of
states.

To analyze charge density
1. Select the appropriate .cst file:

a. Open the CASTEP File Analysis control panel by choosing Files from the Analyze
pullright.

b. Select the appropriate .cst file.

2. Open the CASTEP Charge Density control panel by choosing Density from the
Analyze pullright.

3. To compare the total charge density obtained from the selected job with the
superposition of densities for subsystems, use the Calculate subsystem densities and
Subtract subsystem densities buttons. Charge density difference calculations involve
running one or more additional CASTEP jobs.

4. To calculate and display graphical representations of the calculated total charge
density or charge difference data, click the Display charge density surface or Display
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charge difference surface button. Additional advanced display options are available
using CASTEP surface, property map, and slice display functionality:

a. Use the controls on the CASTEP Surfaces and Surfacing File

control panels (accessed by choosing Surfaces from the Analyze pullright) to generate
and display a surface map of the charge volume data.

b. Use the controls in the CASTEP Surface Properties control panel (accessed by
choosing Property Maps from the Analyze pullright) to generate and display a
color-coded map of the CASTEP charge volume data upon some other displayed
surface.

c. Use the controls on the CASTEP Slices control panel (accessed by choosing Slices
from the Analyze pullright) to generate and display a plane slice of the charge volume
data.

To analyze orbitals
1. Select the appropriate .cst file:

a. Open the CASTEP File Analysis control panel by choosing Files from the Analyze
pullright.

b. Select the appropriate .cst file.

2. Open the CASTEP Orbitals control panel by choosing Orbitals from the Analyze
pullright. This panel will display a listbox with the table of calculated band energies.

3. Select with a mouse one or more (not necessarily adjacent) line in the list box.

4. Click the Calculate Alpha Orbitals button to create files with the sum of the charge
densities for the currently selected orbitals and to display it in the model window. There
is a choice of studying the Alpha (spin-up), Beta (spin-down), or Total densities for
spin polarized vibrations.

5. Alternatively, instead of step 3, open the CASTEP Density of States control panel
by choosing Density of States from the Analyze pullright.

a. Click the Display button;
b. Choose Pick Orbitals from DOS Plot on the CASTEP Orbitals panel;

c. Use the mouse to select the energy range from the density of states plot. The lines in
the orbitals listbox will be selected as you do this.

d. Proceed to step 4.

To analyze optical spectra
1. Select the appropriate .cst file:

a. Open the CASTEP File Analysis control panel by choosing Files from the Analyze
pullright.

b. Select the appropriate .cst file.

2. Open the CASEP Optical Spectra control panel by choosing Optical Spectra from
the Analyze pullright.

3. Specify the Tolerance for Band Energies (eV) for the calculation of band energies,
and the Number of Electronic CG Steps and bands for the calculation. The more bans
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you include, the wider will be the energy interval over which optical spectra will be
calculated. Click the Setup K-Points button to change the default Monkhorst-Pack
settings.

4. Click the Calculate Matrix Elements button. This will start another CASTEP job
(non-self-consistent), and the CASTEP Job Control panel can be used to specify the
host, etc. The aim of this job is to generate band energies on a file mesh (similar to what
is done when submitting a job for a density of states calculation) and to evaluate optical
matrix elements. Note that the results of this run can be used to plot density of states
from the CASTEP Density of States panel.

5. Check the settings (More...) for dielectric function calculation (Scissors Operator,
polarization, Smearing Width, output file name) and click the Calculate Dielectric
Function button.

6. By default, reflectivity and adsorption are displayed as a function of energy in eV.

7. On the Optical Spectra control panel, change Frequency Units if necessary and
click Plot Optical Properties. You can also change the set of displayed functions by
clicking on the More... button af the bottom of the panel. The options are: Reflectivity;
Adsorption; Real/Imaginary Dielectric Function; Real/Imaginary Conductivity; n
or k (real/imaginary refractive index); electron Loss Function, or any combination
thereof. You have to click the Plot button to see the effect of these changes.
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