
IEEE Transactions on Power Systems, Vol. 12, No. 1, February 1997 437 

A Fast Global Optimization Approach to VAR Planning for the 
Large Scale Electric Power Systems 3 

Chih-Wen Liu Wu-Shun Jwo Chun-Chang Liu Ying-Tung Hsiao 
Department of Electrical Engineering 

National Taiwan University 
Taipei, Taiwan 

Abstract 

In this paper, an innovative fast global OptimiZation technique, 
Hybrid Partial Gradient DescentlSimulated Annealing(HPGDSA), 
for optimal VAR planning is. presented. The HPGDSA is 
introduced to search the globaI optimal solution considering both 
quality and speed at the same time. The basic idea of the 
HPGDSA is that partial gradient descent and simulated annealing 
alternate with each other such that it reduces the CPU time of the 
conventional Simulated Annealing(SA) method while retaining the 
main characteristics of SA, i.e., the ability to get the global optimal 
solution. The I3PGDSA was applied to a practical power system, 
Taiwan Power System(Tai-Power System), with satisfactory 
results. 

1. Introduction 

The objective of VAR planning is to determine the minimum 
cost expansion pattern, in terms of locations, types and sues, of 
new reactive power sources to be installed in power systems so as 
to insure secure and economic operation. The dispatch of reactive 
powers can be effectively used to maintain acceptable voltage 
levels throughout the system and to reduce overall real power loss 
of the system. Furthermore, the security margin of power systems 
can be enlarged to reduce the possibility of voltage collapse by 
providing enough reactive power[l]. 

Due to its goal, the VAR planning has commonly been 
formulated as a complicated constrained optimization problem 
with partially discrete, partially continuous and nondifferentiable 
nonlinear objective function[2-9]. A survey of literature on the 
problem reveals that various numerical optimization techniques 
have been employed to approach the complicated VAR planning 
problem. More specifically, Opoku[4] has formulated the problem 
a a mathematical optimization problem based on a linearized 
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model ( a restructured sparse admittance matrix ) to reduce the 
dh'ensionality and computing time. Lebow[2], Granville[3] and 
Hong[5] have formulated the problem as a mixed-integer nonlinear 
programming problem with 0-1 integer variables representing 
whether new reactive devices should or should not be installed. In 
this formulation, however, both the number and value of capacitors 
were still treated as continuously differentiable variables. The 
Generalized Benders Decomposition (GBD) technique[ lo] was 
then employed to decompose the problem into a continuous 
subproblem and an integer subproblem. It should be noted that the 
above mentioned methods can be classified as greedy search 
technique. One main disadvantage of aforementioned techniques is 
that they often get stuck at local optimum rather than at global 
optimum. In order to circumvent this problem, Hsiao et a1.[6,7] 
applied Simulated Annealhig(SA) method to optinial VAR source 
planning in large scale power systems. SA is a powerful, 
general-purpose stochastic optimization technique, which can 
theoretically converges asymptotically to the global optimum 
solution with probability " 1 "_ One main drawback, however, of 
SA is that it takes much CPU time to find the global optimum. 

In th is  paper, we present a Hybrid Partial Gradient 
DsecentlSimulated Annealing(HPGDSA) method to reduce the 
CPU time of SA while retaining the main characteristics of SA, 
Le., the ability to get the global optimal solution. A new 
formulation of the optimal VAR planning as a constrained 
optimization problem is presented in Sec. 2. Then a detailed 
HPGDSA algorithm is described in Sec. 3. In section 4, the 
proposed algorithm is implemented in a software package and 
tested on a practical power system, Tai-Power System, with 
promising simulation results. Also, the performances of HPGDSA 
and SA methods are compared in section 4. Finally, a summary 
conclusion is given in section 5 .  

2. Problem Formulation 

In this section, the VAR planning problem is fomiulated as a 
constrained optimization problem. First, we consider the objective 
function. The objective function is expressed as the sum of the cost 
of VAR source placement and the cost of real power loss. 
Mathematically, the function is as follows : 

[ ( q c k .  q r t + r k )  C ( q c t ,  q r k > ~ t )  +KeDwP,oss(s). (1) 

where 
C (qck, qrk, r L )  : total cost of the VAR sources, and 
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R : a set of all candidate buses to install VAR sources, 
d, installment cost at bus k, 
sdr : unit costs of capacitors, 
srk . unit costs of reactors, 
qdr . added capacitive compensation at bus k, 
qrk added inductive compensation at bus k, 
r, : 0 

1 
don't placement reactive power source at bus k, 
placement reactive power source at bus k, 

PbJ, (x) . real power loss in the system, 
x : state vector of the system, which is also a function of 

k, : energy cost per unit($/kwh), 
Da : duration of the system operatmg time, 

the variables, qdr , qrk , and r, , 

Note that the function f (qd,qrk,rk)  is a mixed-integer nonlinear 
function. The independent variables are qd , q,+ , and rk . State 

vector, x , is a function qck , qrk ', and r,. 
Next, we consider the constraint equations. Basically, there are 

two classes of constraint equations for our formulation The first 
class consists of equality constraints stemming from conservation 
of power in a overall system Mathematically, the equality 
constramt is expressed as follows : 

L(x)=O , (2 1 

where L( * ) is a vector of power flow equations, and argument, x , 
is a state vector of the system, includmg the bus voltage 
magnitudes and angles. The other class comprise inequality 
constramts resulting G-om consideration of the following system 
security operation 

(1) line flow limits, 
(2) voltage magmtude and phase angle difference limits, 
( 3 )  voltage deviations, 
(4) transformer tap changmg limits, 
( 5 )  real and reactive power generation limits, and 
(6) reactive power compensation limits 

Mathematically, these inequality constraints can be expressed in 
terms of a single inequality vector as follows : 

G(x) 5 0 (3) 

Note that the inequality vector means that every component of 
vector is inequality equation. 

In summary, combining Eqs. (I), (2) and (3) gives US a complete 
formulation of the VAR planning problem as the following : 

Minimze 

subject to 
f ( qd>  q r k ,  rk) 

L(x)  = 0 , 
G ( X ) i O .  

(4) 

Remark 1 : It is well recognized that formulating VAR planning as 
a constrained optimization problem has the advantage that 
techniques borro\ved form nonlinear programming area can be 

systematically applied to the proble trial-and-error 
exhaustive plannmg. 
Remark 2 . The constrained optlmization problem is a complicated 
mixed-integer nonlinear problem Previous experience shows that 
there are several local optima instead of a single. 
Remark 3 : The complexity of the problem prevents the direct use 
of optimization techniques, for example, linear programming, 
simulated annealing, gradient descent, etc , wthout exploiting the 
nature of the VAR p l m n g .  

3. A Fast global Optimization Technique 

We present a fast global optimization technique, namely Hybrid 
Partial Gradient DescenUSimulated Annealmg(HE'GDSA), for 
solving the eonstrained optimization problem, Eq (4), in this 
section The HPGDSA has an ultra fast search speed while 
retaining the charactenstics of Smulated Annealing(SA), Le., 
fmding the near global optimum. The basic strategy of the 
HPGDSA is that using partial gradient vector guides the search 
point to local optimum and by using SA the search pomt escapes 
from the valley of the local optmum in order to arrive for global 
optimum That is, partial gradient descent and slmulated annealing 
alternate with each other in the HP 
algorithm is outlined in Fig 1 
Remark 1 . In VAR p l m g ,  one only to decide whether one 
should place an unit of capacitor/reactor or not to decrease the 
objective function at a time during the Partial Gradient 
Descent(PGD) process. This is a binary decision problem 
Moreover, the effect of capacitors is contrary to that of reactors for 
power systems Therefore, it is sufficient that step 4 of the 
HPGDSA uses the signs of each component of partial gadient 
vector, PGV , instead of the numerical value of each component to 
guide the search pomt 
Remark 2 ' A lot of CPU time savmgs of 
from incorporation of partial gradient descent nit0 SA. We use the 
followrig Fig 2 and Fig 3 to illustrate the advantages of the 
HPGDSA over SA. From Fig. 2 and Fig. 
that SA wonders for a while than HPGDS 
the global optimum Especially, ni VAR plmung problem, the 
difference of objective function between local optimum and global 
optimum is far less than that between initial point and local 
optmum. Therefore, HPGDSA unpro 
first local optimum very soon. Although 
give a theoretical proof of the above 
heuristics and simulation results in Sec. 
superior to SA in VAR plannin 
Remark 3 : The key element 
when and how the partial gradient descent and simulated 
annealing altemate wth each other such that the full benefits can 
be achieved. The judgement of when the switch occurs is based on 
the followng guidelines . 

PGD + SA . When the local optimum is searched 
SA - PGD When the search point is in a valley of a new 

local optunum 

The nontriviality of the above gudelines is that 
search point is in a valley of a new local optimL 
the picture like Fig 2 This difficulty 
technique Keep tracking the objective function of the search point 
and compare i t  with the stored objective function of the previous 
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The HPGDSA Algorithm 
Step 1 : Input system data and control parameters. 

Input system data and control parameters such as the 
initial temperature, fiozen temperature, random 
number seed, cooling rate, the Boltvnan factor KB 
and the number of moves at each temperature. 

This obtains voltage magnitudes and angles of all 
buses in studied power system. 

Step 3 : Calculate the partial gradient vector, PGY, of the 
objective function, f (q,, q,k,rk), with respect to qd 
at each bus k. 

Step 2 : Run loadjlow progmm. 

I 
Theoretically, 

p G V = [ = $ , Z  ... a/ ... "'1 
CI <z ' ' a9., ' ' h.. - - 

However, in VAR planning, q, , k-1, 2, .-., n, are 
discrete variables so that we use one unit of reactive 
power Aq, to approximate aqd , kl, 2, e . . ,  n. 
Therefore, PGV is calculated as 

I pGy=[b/ a/ ... at ... "3 
4,r ' k 2  ' ' 4 z  ' 'b. 

S t e p 4 : F O R k = I t o n  DO.  - 
IF P G q k ]  <o AND v, < y k  ( ?k is Upper lblit O f  

I 
voltage magnitude on bus k ) 

THEN place an unit capacitor on bus k. 
IF PGv[k] > O  AND Yk >E ( 5 is lower limit of 

voltage magnitude on bus k ) 
THEN place an unit reactor on bus k. 
END DO 
IF no placement occurs, 

THEN store the objective function by setting L=f ,  
and cool down temperature by setting 
T = a ,(T) T ( a ,(T) : cooling rate ), and go 
to step 5 .  

~ 

ELSE go to step 2. 
Step 5 : Generate a new feasible point ( a  point corresponds 

to a configuration in VYR planning ) using a 

perturbation mechanism.( see Appendix) 
(1) To generate a new point j of the current point, i , 

using a perturbation mechanism. 
(2) Check the point, and if any constraint is violated, 

then go to step 9. Otherwise, calculate the 
objective function, 1; , and go to step 6. 

' Step6:IF ( A S J )  

I THEN go to step 7 
ELSE go to step 8 

and 

THEN go to step 2. 
ELSE go to step 9. 

r uniformly distributed in the 
interval [0,1) is chosen. If e x p ( 2 )  > T ,  then go to 
step 7. Otherwise, go to step 9. 

Otherwise, go to step 5. 

Otherwise, cool down temperature by setting 
T=a2(T) T and go to step 5. 

Step 7 : Accept the new feasible points as the current point, 

IF Y ; S L )  

Step 8 : A random number 

Step 9 : Kthe moves are finished, then go to step 10. 

Step 10 : If the temperature is frozen, then go to step 11. 

Step 11 : Print out the near global optimal solution. 

Fig. 1 Algorithm of the HPGDSA 

objective 
function 

objective 
function 

: search point - : partial gradient descent 
- - . e ~  : simulated annealing 

total size of the reactive power source 

Fig. 2 Search process of the HPGDSA 

e : searchpoint 
---: simulated annealing 

k. 

-- - 
v g l o b a l  optimum 

total size of the reactive power source 

Fig. 3 Search process of the SA 

searched local optimum. If the objective function of the search 
point is less than that of the searched local optimum, then we 
conclude that the search point is in a valley of a new local 
optimum. The implementation of the above technique is in the 
Step 4 and Step 7 of Fig. 1. 
Remark 4 : In the HPGDSA algorithm, control parameter values 
are chosen by systematic approaches. For example, cooling rates, 
a ,(T) and a 2(T) , are h i t i o n s  of temperature with range values 
smaller than 1. a ,( T )  is used as cooling rate when partial gradient 
descent switches to SA search. When the solution is close to global 
optimum, then a ,(T) is adjusted to a higher value in order to 
settle down a global optimal solution. a ,(T) is used as cooling 
rate in SA search. When the accepted ratio is lower or the sampled 
mean and variance of objective function at current temperature 
have big drops, then a is adjusted to a higher value in order to 
avoid getting stuck at a local optimal point. 
Remark 5 : The overall process of the HPGDSA is a finite 
sequence ( PGD, SA, PGD, SA, ... , PGD, SA ). Note that the 
final stage of HPGDSA is SA. This arrangement allows us to find 
the solution, which is feasible(satisfy1ng all constraints) and near 
global, at the final stage. 

4. Simulation Results 
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In this section, a practical power system, Tai-Power system, 
was tested by using the HPGDSA. The practical power system of 
Tai-Power Company has 358 buses w t h  439 transrmssion lines. A 
total of 56 buses are selected as candidate buses for installing new 
VAR sources. The candidate buses include weaker buses[ll] and 
heavier loaded buses. In this test system, the following parameters 
are used : power loss per unit Ke = m 2 . 5  I kwh, qzax and q:= 
are all limited to 30 banks One bank of the VAR source is set at 
28 8 MVAR, and the VAR source cost per tuut are: s, = sn = 
1%33,278,880 I bank, and d, = 1L1$520,000 I location. 

In order to evaluate the performance of various load level of 
Tal-Power System by usmg HPGDSA and SA methods, 
respectively, two cases are considered . 

case 1 The Tai-Power system operates under normal load 
condition. 

case 2 : The Tai-Power system operates under peak load 
condition. 

The results of case 1 and case 2 using the HPGDSA technique are 
shown in Table 1 and Table 2, 'including the minimum power loss, 
cost, VAR source locations wth slze and the CPU tune on a SUN 
SPARC 2 workstation in the computer center of National Taiwan 
University. The perfonnance of HPGDSA compared With the 
performance of SA for case 1 and case 2 are shown m Table 3 and 
Table 4. Here, we would like to emphasize that all the simulation 
results are typical based on many simulations 

CPU time(m s) 

Table 1 : Results of HPGDSA before and after planning for case I 
(Tai-Power system) 

I I I I I 

5 ' 00 

total cost * 
total locations/ 

total size(bank) * * 
37 / 102 

1 CPU time(m : S )  1 4 : 32 I 
* . rmllion dollars, NT$ 

** : one bank=28.8MVAR. 

Table 2 . Results of HPGDSA before and after planning for case 2 
(Tal-Power system) 

I I 

48 i 126 total locations/ 

total size(bank) * * 

Table 3 Performances of HPGDSA and SA for case l(Tai-Power 

* ' million dollars, NT$ 
** . one bank=28.8MVAR. 

Table 4 ' Performances of HPGDSA and SA for case 2(Tai-Power 
System) 

* ' million dollars, 
** one bank=28.8 

(3) All parameters lation used in the 

many t h n g  tests Therefme, these results arc near global 
optimal solutions 

Conclusion 

In this paper, a relatively realistic problem formulation for the 
optmal VAR source plamng problem is 
problem formulation is treated as 
non-differentiable optimization problem Th 
the cost of system operation, investment cost of VAR sources, load 
and operational constramts. They are the factors of most concern in 
the VAR planning problem 

We have developed a novel gl optimization approach, 
hybnd partial gradient descentlsmiul 
VAR plannlng problem in the large scale 
The solution algorithm is that partial gradient descent method is 
used to search fast a local optimal solution. 
annealing method is used to jump out o 
toward a global optimal solution The sol 
efficiently applied to a practical power 
wth satisfactory results The pronunent fe 
that its solution tmie is much lesser than 
simulated annealmg method 
improved slightly Therefore, 
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potential to be a practical global optimal solution to VAR planning 
problem in the large scale electric power systems. 

(a) bus i bus j 
TI, : : :  I l T 3 - T -  

Appendix 

In step 5 of the HPGDSA, the new system configuration is 
generated from current system configuration via a perturbation 
mechanism. Four types of moves are devised to implement the 
perturbation mechanism. These four types of moves are described 
as follows[ 12 J : 
(1) addsubtract move : 

To add or subtract a preset realistic an unit size of reactive 
power source into a bus which was chosen from the candidate 
bus set by using a random number generator. The action of 
addition or subtraction is also determined by a random 
number(see Fig. Al). 

(2) multiplicative move : 
To add or subtract a reactive power source which is of positive 
integer multiple of an unit s i z ~  of reactive power source into a 
bus which was chosen froni the candidate bus set by using a 
random number generator. The action of addition or subtraction 
is also determined by random number(see Fig. A2). 

To interchange the reactive power sources of the two 
different buses based on a random number generatoflsee Fig. 
A3). 

To move reactive power sources of one bus into the other 
bus, and the selection is based on a random number 
generator(see Fig. A4). 

(3) interchange move : 

(4) combinative move : 

- - 
28.8MVAR 57. GMVAR 

(b) bus i Tc- : : :  T T - K I  - - 28.8MVAR 86.4MVAR or 
28.8MVAR 

Fig. A1 The addsubtract move: (a) is current configuration and (b) 
is new configuration alter the move. 

( a )  bus i 
TTz_ : : :  T T - I I  - 

57. 6MVAR - 28.8MVAR 

(b) -rL : :  - 
28. W A R  

bus i 

l T Z q 5 7 .  MVAR 6MVAR 

Fig. A2 The multiplicative move: (a) is current configuration and 
(b) is new configuration alter the move. 

-L - 
28.8MVAR 

-L - 
57. GMVAR 

(b) bus i bus j 

y71 : : :  J - I I  - - 
57. GMVAR 28.8MVAR 

Fig. A3 The interchange move: (a) is current configuration and (b) 
is new configuration after the move. 

(a) bus i bus j . . . 'TIL : : : J7-i . . * - - 28.8MVAR 57. GMVAR 

(b)  bus i bus j 
TlL::: L I -LTT: : :  - 

86.4MVAR 
Fig. A4 The combinative move: (a) is current codi,pration and (b) 

is new configuration after the move. 
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Discussion 

L L Lai & J T Ma (Energy Systems Group, City University, 
Northampton Square, London EClV OHB, UK) The authors 
are to be commended for an interesting paper. It would be 
helpful if the authors could respond to the following 
comments: 

The authors claimed to have developed a global optimization 
approach based on the partial gradient descent and simulated 
annealing. It seems to the discussers that it would take a very 
long time to search for the problem space before any 
conclusion, if any, could be drawn on whether the solution is 
a global one or not. The discussers cannot also understand the 
reason why the solution quality is improved with this 

C.-W. Liu, Jwo, C.-C. Liu, & Y.-T. Hsiao: The authors thank the discussers for their 
interest on this paper. 

In response to the first comment, the proposed Hybrid Partial Gradient Descent / Simulated 
Annealing (HPGDSA) can search the global optimal solution considering both quality and 
speed at the same time due to the following reason. Basically, the overall process of the 
HPGDSA is a finite sequence (PGD, SA, PGD, SA, ..., PGD, SA). Note that the final stage is 
SA. Moreover, SA is a general-purpose stochastic optimization technique, which can 
theoretically converge asympotically to the global optimum solution with 
probability "1" when the search time is infinite. Therefore, HPGDSA can theoretically find 
the global optimum. In response to the second comments, the solution quality of HPGDSA is 
better than that of SA in the paper due to the following reason. The practical implementation 
of HPGDSA and SA in simultaion is a finite-step algorithm. Moreover, both HPGDSA and 
SA are stochastic in nature. Therefore, both solutions are near global solutions in practice 
and different from each other at each test. However, the simuation results in the paper are 
based on large number of simulation tests. 

Manuscript received March 29, 1996. 
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